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Disk Structure

cylinder ——:

track

Disk speed:
e seek time: head moves to correct track
e rotational delay :  wait until sector is under head
e transfer time : transfer data between disk and memory
Disk Performance
Seek Time : T,
n = number of tracks traversed T —mxn+s
m = “track traversal time” g
s = startup time
Rotational Delay (Latency Time): T, T, = 1
r= # revolutions per time unit 2r
b
ime: T, =—
Transfer Time: T, iy

b = # bytes to be transferred
N = number of bytes on track

Disk Access Time: T=Ts+Ty +T;
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Disk Management

Disk Scheduling

Disk Scheduling

application | | application |

kernel

file system

device
driver D

Efﬁ

disk queue

Q: Does it pay off to think about scheduling policy in disk queue?

Distinguish only by cylinder.

Evaluation: Compare time for service for given request sequence.
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FCFS Scheduling

Request Sequence: 98, 183, 37,122, 14, 124, 65, 67

0 24 49 74 29 124 149 174 199
Q——
—0
Q—

total head movement: 640 tracks

Shortest-Seek-Time-First (SSTF)

Request Sequence: 98,183, 37,122, 14, 124, 65, 67

0 24 49 74 99 124 149 174 199

—

total head movement: 236 tracks
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Elevator Algorithm (SCAN)

Request Sequence: 98, 183, 37,122, 14, 124, 65, 67

0 24 49 74 99 124 149 174 199

s

—

total head movement: 236 tracks

Circular SCAN (C-SCAN)

Request Sequence: 98,183, 37,122, 14, 124, 65, 67

0 24 49 74 99 124 149 174 199




CPSC 410/ 611 : Operating Systems Disk Management

LOOK, C-LOOK

0 24 49 74 929 124 149 174 199

Disk Management

+ RAID
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RAID

Observation: Traditional secondary storage devices are slow!

Improve their performance by using multiple devices in parallel:

RAID
- Redundant Arrays of Independent Disks
- Redundant Arrays of Inexpensive Disks (Berkeley)

Common characteristics:
- Array of physical disks that are visible as single device to OS.
- Data is distributed across physical drives of array.
- Redundant disk capacity is used for error detection/correction.

RAID (cont)

Approach: Replace single large-capacity disk with array of smaller-
capacity disks.

Benefits:
- Improved I/0 performance
- Enables incremental upgrade

Problems:
- Reliability: more devices increase the probability of failure.
R(1) = Plt; > 1] eg. R@M)=e™

MTTF = E[t,]= f R(t)dt
0

Solution: redundancy
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Raid (cont 2)

Raid = Striping * |Redundancy
block-level bit-level

_ bit-level striping _

EIHH blocks block 2

:'_I_'H —

— aH <3 = —

— I U block-level striping —=

RAID Level O

“Block-level Striped Set without Parity”

LT DELL)

1
L
]

|:| |:| blocks

ps

block-level striping
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RAID Level 1
[ —
“Mirrored Set without Parity”
— —
] )
Problem: b
- cost (100% redundancy) L
— wm
SRS, o
Performance — >§
- READs : good (with multithreading and i
“split reads”)
- WRITEs: small performance penalty. -/

RAID Level 2

“Memory-Style
Error-Correcting Parity” block

Head and spindles synchronized
Small strips L]

Error correction code calculated over
bits of data disks. (Hamming Code)
Appropriate for systems with many
failures.

Typically not implemented.

1] |
[T T 1
CCC) CEE e e tetottieten
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RAID Level 3

“Bit-Interleaved Parity” E
block —
S &
0 i
s, —
1
e Heads and spindles synchronized. :> s, —
Small strips. s, L
e Simple parity bits instead of ECC. S,
| ]
eg. P(S)=S4=S3 (‘BSZ @Sl('BSO S—
=
Disk 1 fails: =
5,=85,®5,®8,®S,

RAID Level 4

“Block level Parity”

block ]

Same as RAID 3, but with block-

level striping. :>

No synchronization across disks.
Large strips.

Each strip on parity disk contains
parity information for all
corresponding strips.

Parity computation upon READ:

XA4®)
X4'(7)

X3()® X2(1)® X1(1)® X0(7)
X3()® X23)® X1'(1)® X0(i)
X3()® X2()® X1'(1)® X0()® X1(1) D X1())

= X4G)® X1()® X1'()

O LD LCLDEELDEEL)
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RAID Level 5

“Striped Set with Interleaved Parity”

block

=

Same as RAID 4, but parity spread
across all disks.

No synchronization across disks.

Large strips.

RAID Level 6

“Striped Set with Dual Interleaved Parity”

block

—

Same as RAID 5, but uses 2 bits to
store “parity”.

No synchronization across disks.
Large strips.

Uses ECC instead of parity.
Tolerates two failures.

In practice, a second drive can fail
during recovery from first drive
failure.

LR R LD EELD LD
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Nested Levels: RAID Level 1+0 = RAID 10

Raid 10 = “Mirrored Set in a Striped Set”

Raid 10

Raid 1 Raid O

1l

)
Raid 1 ]H
block-level striping

(]

i

|

L

Disk Management

+ Disk Block Management
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Disk Formatting

Bare disk:
|

Physical formatting:
“cut” into sectors
identify sectors
+ add space for error detection/correction

Il

| 1 | iecc|2| iecc]3| iecc|4| iecc]Sl ieccl // |X| lecc
11

Logical formatting:
* add blank directory, FAT, free space list, ...

[1[raT! [2[pIR! [3[pIR! [4]Fii {s] .0 [ || X[
I
Framing
Character count + Starting and ending chars, with

character stuffing

/— character count _l
1 e 5 [ ] Lo o] o] [ ] o] e

5(112(31418[1]2]3141516]7|2]!1

stuffed DLE

Starting and ending flags, with bit + Physical layer coding violations
stuffing

framing pattern: 01111110 binary | |
011011111011111011111010010 Manchester L[

stuffed bits

lack of transition
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Bad Block Management

One or more blocks become unreadable/unwriteable: bad blocks

Off-line management of bad blocks:

- Run bad-block detection program and put bad blocks on bad-
block list. (Either remove them from free list or mark entry in
FAT.)

- May have to run file recovery utility.

On-line management:
- Have the device driver map the bad block onto a good block

- Block X goes bad. Whenever OS requests block X, the disk
transparently accesses a replacement block Y.

- Problem: interferes with scheduling!

Disk Management

Modern Secondary Storage Technologies
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NAND Flash Memory
e Flash chips are arranged in 8kB blocks.
e Each block is divided into 512B pages.
e Flash memory does not support “overwrite” operations.
e Only supports a limited number of “erase” operations.
e This is handled in the Flash Translation Layer (FTL)
Flash Translation Layer (FTL)
Writing data to a solid-state drive Hybrid log-block FTL
1. Initial configuration fos

3. Erasing a block (garbage collection)

Block 1000 (free) Block 2000 (data)
won] e | o + The gwbage colectn process copes ak
1000
o 45 P e Block 2000, leavieq Betied Be
. . stao pages
Y + Block 1000 i erasad. which makes R ready
2 2 z 0 oo nw i operations. Biocks can
3 3 = ondy bo erased a kited umber of teses
PE and bocome
wusadie Data block mapping table

(granuarity: biock)

0
'
1
1
1
'
: Free block mapping table
1 o ] (granuiarity: biock)
! ) 6000 —
| 1| 3000 9000
! 2 5000 j-g000p: |
i 3 w000
7
! 000
1
'
' s
---------- z 5000} - - S
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Performance Comparison: IOPS

= AS Benchmark 1.7.4739.38088 felals]] (a AS Benchmark 1.7.4739.38088 [T el=]
File Edit View Tocls Language Help File Edit View Tocls Language Help
E: Mtach HDST230208LAG2 ¥ HDDSATANZI7WnS81IRST 131 C: SenDewk SOSSDXP4BIG v SanDisk EXIIWin 8 1 UEFIIRST 131
Hitachi Read: [ Write: SanDisk Read: [ Write:
MNBOASCO R1aN
aSod - 0K aSwoi - OK
1024 K - OK 541606 K - OK
186301 GB 44713GB
“ 16M8 “ 16MB - 2015i0ps
 4K-84Thrd  4K-84Thrd 60171 iops.
“ 5128 #5128 © 31682i0ps
Score: Score: T
' | |
£ amt N

Performance Comparison: Throughput

a AS SSD Benchmark 1.7.4739.38088 (a1 e =] a AS SSD Benchmark 1.7.4739.38088 E1e =]
File Edit View Toocls Language Help File Edit View Tocls Language Help
E: Mtach HDST230208LAG42 v HDDSATANZI7Win81IRST 131 C: SenDwk SOSSOXP4BIG v SanDisk EXII'Win 81 UEFIRST 131
Hitachi Read: ' Write: SarDisk Read: | Write:
MNGOASCO RN
@Skl - OK aSwod - 0K
1024 K - OK 541696 K - OK
186301 G 44713Ge
+ Seq v 5eq 466,43 MBls
 4K-84Thrd ¥ 4K-64Thrd 235.04 MBIs
¥ Acc.time ¥ Acc.time —
Score: o

Score:

g‘
E|
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Performance Comparison: Latency

[[© HD Tune Pro 5.00 - Hard Disk Utity T i)
File  Help

i~ EEEE@ (=

& HD Tune Pro 5.00 - Hard Disk Utiity | | B
Eile  Help

i~ maEe@ (=)

[ Fie Benchmoke | ) Dscmontor | <@ aaM | [] RendomAccess | [ Btratests
Q Benchmak | § ko | ofp Heath | @ ErorScan | (D FoderUsage | [ Erase

I o2 . Stat

V! Transfer rate
Minimum
5 Maximum

| 50 e ]
Average
V! Access time
V! Burst rate.

404 4 MB/s

CPU usage

[ e Benctmake | ) Dskmontor | < aaM | [7] Random Access | [ Buratests
9 Bercmarc [ § o | e Heath | Q Erorscan | (@ FoerUsage | O Erse

250 2 o [sa]

300 400 500 600 700 800 900 1000g8

Intel 3D XPoint (Optane)

3D XPoint™ Technology:
An Innovative, High-Density Design

High Endurance

3D XPoint™ Technology Processor

Selector

DRAM 3D XPoint™ Technology
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Optane (cont)

Performance and Density Durability

e DRAM 3D XPoint™ D
10,00000% *&“\\\

DRAM

3D
XPOINT™
NAND

o
g
=
]
E
2
7
Q

HARD
DRIVE

Latency measurements by (echnology1
e
; oY aes
Density oy

Up to 1,000x more durable than
NAND'




