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ABSTRACT

Traditional Network Intrusion Detection Systems (NIDSes) are generally implemented on vendor proprietary appliances or middleboxes with poor versatility and flexibility. Emerging Network Function Virtualization (NFV) and Software-Defined Networking (SDN) technologies can virtualize NIDSes and elastically scale them to deal with attack traffic variations. However, such an elasticity feature must not come at the cost of decreased detection effectiveness and expensive provisioning. In this paper, we propose an innovative NIDS architecture, vNIDS, to enable safe and efficient virtualization of NIDSes. vNIDS addresses two key challenges with respect to effective intrusion detection and non-monolithic NIDS provisioning in virtualizing NIDSes. The former challenge is addressed by detection state sharing while minimizing the sharing overhead in virtualized environments. In particular, static program analysis is employed to determine which detection states need to be shared. vNIDS addresses the latter challenge by provisioning virtual NIDSes as microservices and employing program slicing to partition the detection logic programs so that they can be executed by each microservice separately. We implement a prototype of vNIDS to demonstrate the feasibility of our approach. Our evaluation results show that vNIDS could offer both effective intrusion detection and efficient provisioning for NIDS virtualization.
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1 INTRODUCTION

Network Intrusion Detection System (NIDS) is a critical network security function that is designed to monitor the traffic in a network to detect malicious activities or security policy violations. Recently, lots of networks have reached the throughput of 100 Gbps [83]. To keep up with the pace of the soaring throughput of networks, multi-thread approaches [35, 77] have been proposed to build NIDSes to meet the high throughput requirement for detecting attacks. In addition, some NIDSes, such as Bro [67], can be deployed as NIDS clusters [81] that spread detection tasks across multiple nodes. However, despite their usefulness in addressing scalability issues for NIDSes, both multi-thread and cluster solutions remain limited in flexibility regarding the processing capacity and placement location. In particular, they are still inflexible to detect attacks when a significant workload spike occurs. For example, a massive attack like DDoS could bring the network traffic volume up to 500 Gbps [42], which requires the NIDSes scaling accordingly to process the peak traffic load. Moreover, these approaches are also inflexible to protect current prevailing virtualized environments, because the perimeters of networks in virtualized environments become blur and fluid, where applications may migrate from one physical machine to another within a data center or even across multiple data centers for the purpose of flexible resource management and optimization [31]. Therefore, improving the design of current NIDSes to make them well suited to provide flexible network intrusion detection is urgent and relevant.

Network Function Virtualization (NFV) [2] and Software-Defined Networking (SDN) [59] are two emerging networking paradigms that are able to facilitate the design of elastic security approaches [36, 42, 85] to securing networks. Elastic security features not only scalable but also flexible network security functions. NFV implements network security functions as software instances that can be created or destroyed rapidly to handle attack traffic volume variations on demand. SDN, recognized as complementary technology to NFV [45, 71], can dynamically redistribute the traffic to support...
flexible placement of network security functions. Given these benefits, there is a body of pioneer work devoting to developing elastic security solutions leveraging NFV and SDN – Bohatei [42] for flexible and elastic DDoS defense, PSI [85] for precise security instrumentation for enterprise networks, and VFW Controller [36] for elasticity control of virtual firewalls. However, rare effort is made to improve the design of current NIDSes to make full use of those two advanced paradigms.

In this work, our goal is to make a step towards elastic security through NIDS virtualization that overcomes the inflexibility of current NIDS architectures. The virtualization of NIDSes must be safe and efficient. The safe virtualization requires that virtualized NIDSes do not miss any potential attacks that can be detected by traditional NIDSes. The efficient virtualization requires that virtualized NIDSes are provisioned optimally and consume minimum resources. However, as attack postures have been shifting from per-host and byte-level exploits to multi-stage and sophisticated penetrations (e.g., Advanced Persistent Threats [78]) for the past decades, detection strategies also have been evolving from conceptually simple per-flow signature matching (e.g., Snort [20] and Suricata [21]) to more complex multi-flow information and stateful protocol analysis (e.g., Bro [22] and Libnids [5]). The complexity of multi-flow information and stateful protocol analysis makes safe and efficient virtualization of NIDSes extremely challenging.

- **Effective Intrusion Detection:** NFV enables flexible provisioning of NIDS as multiple instances that could run at different locations, and SDN can dynamically distribute network traffic to each instance. Some detection logics in NIDSes need to account of multiple network flows to identify malicious activities. For example, a scanner detector [17] must maintain a counter to count the number of flows generated by the same host to determine whether a host is a scanner. However, each NIDS instance may receive only a part of flows originated from the same scanner and maintain a counter individually. To ensure intrusion detection effectiveness, NIDS instances must share detection states with each other. Traditional NIDSes are usually provisioned with a fixed number of instances at a fixed location. This static setup mitigates the difficulty of detection state sharing between NIDS instances. In contrast, virtualized NIDSes pursue to place their instances flexibly at different locations and with different numbers. This flexibility feature makes sharing detection states among virtualized NIDS instances extremely costly and difficult. Therefore, ensuring the effectiveness of intrusion detection for virtualized NIDSes becomes more challenging than traditional NIDSes.

- **Non-monolithic NIDS Provisioning:** Existing virtualization solutions enabling elastic security [36, 85] consider a virtualized network function as a monolithic piece of software running in a virtual machine or container. However, simply provisioning all the components of virtualized NIDSes within a virtual machine or container is not efficient. First, since a monolithically virtualized NIDS requires more resources than any one of its components, the virtual machine that runs a monolithically virtualized NIDS should be allocated with more resources than the one that runs only some components. Second, monolithically virtualized NIDSes lack the ability to scale each component individually, thus have to scale out the entire instance even though only one component is overloaded, resulting in over-provisioning of other components. Third, it is difficult to customize a virtualized NIDS if it is provisioned as a monolith. However, NIDS customization is critical in terms of resource efficiency for advanced network attack defense [42, 85, 86]. Due to the complexity of modern detection logics, decoupling NIDSes as non-monolithic pieces that are suitable to be deployed in virtualized environments remains challenging.

In this paper, we propose a novel NIDS architecture, vNIDS, which enables safe and efficient virtualization of NIDSes. To address the effective intrusion detection challenge, we classify detection states of virtualized NIDSes into local and global detection states to minimize the number of detection states shared between instances. The local detection states are only accessed within a single instance, while the global detection states can be shared among multiple instances. In particular, we provide a guideline to classify detection states, and employ static program analysis and NIDS domain-specific knowledge to automatically achieve detection state classification. To address the non-monolithic NIDS provisioning challenge, virtualized NIDSes are provisioned as microservices [38]. We decompose NIDSes into three microservices, header-based detection, protocol parse, and payload-based detection. Each microservice can be instantiated independently, provisioned at different locations with a different number of instances, and configured to execute different detection programs. Multiple microservices can be chained up in different ways as microservice chains that provide flexible detection capabilities. In particular, we design an algorithm that leverages program slicing technique to automatically partition a detection logic so that the detection logic can be transparently executed by microservices. We design and implement a prototype of vNIDS, which consists of an Effective Intrusion Detection module, a Non-monolithic NIDS Provisioning module, and three microservices. Evaluations of our virtualized NIDS conducted on CloudLab [10] show that our virtualized NIDS are more flexible than traditional NIDSes regarding processing capacity and placement location. To the best of our knowledge, our work presents the first solution to enable safe and efficient virtualization of NIDSes.

The rest of the paper is organized as follows. § 2 presents the motivation of this work. § 3 gives an overview of vNIDS architecture. § 4 discusses the state management approaches to ensure the detection effectiveness as well as minimizing the performance overhead. § 5 presents how to decouple monolithic NIDS into microservices to achieve the efficient provisioning. Implementation and evaluation of vNIDS are presented in § 6 and § 7, respectively. Discussion and related work are addressed in § 8 and § 9, respectively. Finally, we conclude in § 10.

2 MOTIVATION

NFV and SDN introduce significant flexibility to the deployment of virtualized NIDSes. However, at the same time, such a flexibility feature can potentially compromise the detection effectiveness
of virtualized NIDSes and also requires an efficient way to provision the virtualized NIDSes. We articulate the challenges of NIDS virtualization in detail as follows.

2.1 Effective Intrusion Detection

Virtualized NIDSes have the ability to instantiate multiple instances running on different virtual machines and dynamically scale by destroying or creating instances. Each instance takes a part of traffic and maintains its own detection states. If the traffic is delivered to an instance that lacks the required detection states, the virtualized NIDS may miss some attacks. For example, a scanner detector usually maintains a counter to count how many flows are generated by each host. If a flow is delivered to an instance that does not maintain its counter, this flow may be overlooked. For detectors that organize detection states based on the IP address, port number, or protocol type, it tempts to distribute the traffic based on those fields to ensure detection effectiveness. The authors of [35] propose a concurrency model for NIDSes that ensures detection effectiveness by carefully distributing the network traffic. However, for detectors that maintain detection states based on complex data structures or extra information that is not available to the traffic distributor (usually a network forwarding device), it is impractical to ensure the detection effectiveness only relying on traffic distribution.

To see the problem, let us consider a cookie hijacking attack [29]. The goal of the attacker is to capture an HTTP session cookie of a victim and reuse that session. There are off-the-shelf tools, such as Firesheep [1], implementing this attack as a Firefox extension, which makes this attack accessible to the masses. Fortunately, there is a detector [6] having been developed upon Bro to handle this attack. To detect the cookie hijacking attack, the NIDS must determine whether a cookie is reused by different users. Basically, the detector tracks the IP address for every cookie usage. If a cookie is used by different IP addresses, it means the cookie has been reused by different users. To reduce the false positive rate due to dynamic IP allocation, the detector also makes use of MAC addresses. As a result, only when both source IP and MAC addresses associated to the same cookie appear inconsistent, will this cookie be considered to be reused. Based on this detection logic, flows carrying the same cookie should always be delivered to the same instance to ensure the detection effectiveness. However, the cookie information is not directly available to the network forwarding devices. Moreover, the complex data structure queried jointly by cookie, IP, and MAC addresses turns correct traffic distribution into even a harder problem. A more detailed demonstration of the difficulty of correctly distributing traffic to achieve an effective detection for this example is given in Appendix A. As an alternative, sharing detection states among NIDS instances is often used by multi-thread and clustered NIDSes [77, 81] to ensure detection effectiveness.

Traditionally, NIDSes are deployed at fixed locations and with fixed numbers of instances. This invariant configuration significantly mitigates the overhead introduced by detection state sharing. Being located within the same physical machine, NIDS instances can easily exchange information through memory sharing; or being clustered in several racks connected via high-speed cables, NIDS instances can share detection states cheaply. In contrast, virtualized NIDSes feature flexibility in terms of the placement location and number of instances. The exact location and number of instances for virtualized NIDSes are unpredictable. Thus, the overhead to enable detection state sharing among virtualized NIDS instances is significant. This makes it challenging in practice to share detection states among virtualized NIDS instances. Therefore, for virtualized NIDSes, it is especially critical to minimize the number of detection states that need to be shared among instances. To facilitate the development of virtualized NIDSes, systematic analysis and classification of detection states for NIDSes to minimize the detection state sharing is appealing.

However, rare literature from the security research community provides a systematic approach to automatically analyze and classify the detection states to achieve effective intrusion detection and minimize the detection states sharing. NIDS Cluster [81] enables detection state sharing among NIDS nodes of a cluster. However, it fails to provide a guideline to analyze and classify the detection states and relies on users to determine manually which detection states need to be shared. The multi-thread NIDS [77] ensures detection effectiveness by enabling inter-thread communication. But still, it fails to give analyses to detection states to minimize the communication. In the networking research community, there are two major research directions on NFV state management. One direction focuses on the state migration problem during instance live migration, such as Split/Merge [70] and OpenNF [46]. These proposals maintain states in each instance separately during runtime. As we discussed, without detection state sharing, it is impractical to achieve effective intrusion detection. The other direction focuses on state sharing between instances, such as StatelessNF [51] and S6 [84]. The former shares all states between instances via a shared data store, and the latter proposes to only share partial states to reduce performance overhead. However, both works fail to present a systematic approach to analyzing and classifying states.

2.2 Non-monolithic NIDS Provisioning

Existing elastic security solutions [36, 42, 85] consider a virtualized network function as a monolith directly running in a virtual machine or container. However, provisioning virtualized NIDSes as a monolithic piece of software running as a whole has significant limitations to protect the virtualized environments. In this section, we discuss a few facts to highlight the limitations of provisioning virtualized NIDSes as monoliths and then identify two challenges to enable non-monolithic provisioning.

**Inefficient Scaling**: Dynamic scaling is an important feature of virtualized NIDSes. However, if not provisioned carefully, this dynamic can turn into the weakness of virtualized NIDSes. We show two cases where virtualized NIDSes are prone to inefficient scaling if provisioned as monoliths. To achieve this, we notice that this detector has some limitations that can be exploited by attackers to bypass it. However, improving the robustness of existing detectors is not the focus of this paper.

- **Case 1**: During scaling, virtualized NIDS instances must be suspended and the traffic should be buffered [46]. The adversaries can maliciously change the traffic volume to trigger the virtualized NIDS scale-in/-out frequently. This can potentially cause inefficient scaling. If the virtualized NIDS is provisioned as a
monolith, it takes more time to launch a new instance and move states between instances, which worsens the situation.

- **Case2:** In practice, it is not likely that all the components of a virtualized NIDS are overloaded at the same time. The bottleneck component usually gets overloaded first. If the virtualized NIDS is provisioned as a monolith, the whole virtualized NIDS must scale-out when only a single component is overloaded. This scaling strategy results in over-provisioning to other components. Moreover, by overwhelming only a single component, adversaries can force the entire system to scale-out, which may exhaust the resources in the environment.

**Inefficient Resource Allocation:** Monolithic NIDSes require more resources than any components of NIDSes to run. For example, an NIDS consists of 4 components and each component requires 1 CPU core to run. If the NIDS is provisioned with a single virtual machine, one should assign 4 CPU cores to run the virtual machine. In this case, if the physical machine only has 3 CPU cores available, there is no way for the NIDS to make use of these cores. In contrast, if NIDSes are decomposed and each component is provisioned with a virtual machine separately, three components of the NIDS will be able to make use of the 3 CPU cores. Unlike traditional NIDSes that are deployed statically, virtualized NIDSes may allocate and deallocate resources quite frequently to achieve better flexibility in capacity and location. Therefore, monolithic provisioning has a greater negative impact on virtualized NIDSes than traditional ones.

**Difficulty of Customization:** Customization of virtualized NIDSes is important in many circumstances. For example, as found in [39], Bro’s resource usage almost linearly scales with the number of its analyzers. Therefore, some analyzers in Bro could be turned off to save resources when they are not necessary to run at specific time. Other scenarios that require customization include applications to the networks that require context-ware detections and defenses [42, 85, 86]. Moreover, as the emergence of edge clouds (e.g., Cloudlet [75], fog cloud [28], mobile edge cloud [66], CORD [68], etc.), virtualized environments get increasingly diverse. Those heterogeneous edge virtualized NIDSes may not be as powerful as traditional clouds, so virtualized NIDSes need to be significantly customized to protect those environments. However, customization cannot be accomplished easily and efficiently with monolithic NIDSes. Because it requires to rebuild and re-deploy the whole system if any single component of the system has been modified.

**Challenges for Non-monolithic Provisioning:** Existing approaches have discussed partitioning a single application into small pieces that can be deployed separately in other areas, such as web applications [33] and mobile applications [34]. The networking community has also contributed literature that proposes to deploy network functions in pieces [30, 52]. However, no existing work has presented how to deploy security-specific functions, such as NIDSes, in a non-monolithic way in virtualized environments. Two challenges remain to enable non-monolithic provisioning for virtualized NIDSes.

- **Ch1:** How can we decompose monolithic NIDSes into several separately deployable and smaller pieces? We should decompose the NIDSes in a way that they can still perform efficiently with respect to intrusion detection.
by analyzing the control-flow of the Detection Logic Program (DLP) and NIDS Engine (NE), and classify the detection states based on their scopes. Finally, we address the effective intrusion detection challenge in NIDS virtualization with minimum detection state sharing.

4.1 Detection State Scope Analysis

We define the scope of a detection state by its lifetime. Detection states can only influence detection results when the states are “alive”. That is, detection states cannot make any difference to the detection results before they are created or after they are destroyed. Therefore, by estimating the lifetime of the value of a variable, we can determine the scope of a detection state stored by that variable.

To understand the lifetime of the value of a variable, let’s start with the discussion of the design pattern of NIDSes. Generally, NIDSes first acquire a packet from the network, then process the packet according to various detection logic, and finally destroy the packet. NIDSes perform detections by iterating the acquire-process-destroy procedure. We call the acquire-process-destroy procedure as an iteration of packet processing. The acquisition and destroy of packets are the basic functionalities of most network functions. Therefore, implementations of those functionalities are relatively stable and not likely to be changed. We call these functionalities as NE. The processing of packets varies for different detection purposes. These functionalities are defined by the NIDS users through DLPs. Some NIDSes, such as Libnids [5], provide the users with callback functions to implement and register their DLPs. Modern NIDSes, such as Bro [22], provide more user-friendly languages, such as Bro scripting language [8], for the users to write the DLPs. Those DLPs are then translated into low-level languages, and compiled with the NE. The recent work [35] has demonstrated the feasibility to represent DLPs of Bro through an intermediate assembly-like language and conduct program analysis based on that. The lifetime of the value of a variable is implied by when the memory location of that variable is freed. It can be freed for every iteration of packet processing, or freed after multiple iterations of packet processing.

Based on how a detection state is used, the scope of the detection state stored by a variable can be defined in three levels.

- **Per-packet scope.** We call detection states with this scope per-packet detection states. The per-packet detection states are only utilized within a single iteration of packet processing, thus are created and destroyed within a single iteration of packet processing. For example, a variable used to compute the checksum of a packet is considered as a per-packet detection state.

- **Per-flow scope.** We call detection states with this scope per-flow detection states. The per-flow detection states are utilized by multiple packets from the same flow. Therefore, these states persist beyond a single iteration of packet processing. However, these states must be created after a flow initiates and destroyed before a flow terminates. Otherwise, there are memory leaks 2, since other flows can never access these detection states. For example, a variable used to count the bytes of a flow is considered as a per-flow detection state.

4 EFFECTIVE INTRUSION DETECTION

In this section, we demonstrate how to classify the detection states based on the concept of detection state scope to achieve effective intrusion detection while minimizing the number of detection states that need to be shared. We first introduce the scope of detection states. Then, we present how to infer the scope of detection states...
• Multi-flow scope. We call detection states with this scope multi-flow detection states. The lifetime of multi-flow detection states persists beyond the duration of a single flow. Therefore, they are created before a flow initiates or destroyed after a flow terminates. For example, a variable used to count how many IP addresses have been scanned by a scanner is considered as a multi-flow detection state.

4.2 Detection State Classification

Since we notice that the lifetime of the value of a variable determines the scope of a detection state, our analysis mainly focuses on the destroy statements of variables. Variables in the heap are allocated by malloc and destroyed by free, while variables in the stack are allocated by call (invoking a procedure) and destroyed by return (returning from a procedure).

According to the detection state scope analysis presented in §4.1, we can infer the scope of a detection state by checking whether the detection state is “always” destroyed before a flow terminates. If the detection state is not “always” destroyed before a flow terminates, it means this detection state must be destroyed sometime later triggered by other flows. In other words, this detection state is possibly utilized by multiple flows. Therefore, this detection state has the multi-flow scope. In contrast, detection states that are “always” destroyed before a flow terminates should be utilized by a single flow only, otherwise, other flows may end up with referring to a destroyed state causing a runtime error. Those states have the per-flow scope. Furthermore, if a detection state is “always” destroyed before the end of the iteration of the packet processing, this detection state has the per-packet scope.

Based on the above principle, our major task is to figure out the execution sequence of the destroy statement (which terminates the lifetime of a variable) of each variable, and then we can infer the scope of a detection state by checking when the variable of that detection state is destroyed. In particular, we compare whether the destroy statement of a variable is “always” executed before the destroy statement of the variable storing a packet or the destroy statement of the variable storing a flow record. We find that IP reassembly is an essential functionality for NIDS, and we can also identify the variable that stores a packet (it is a C structure in BSD and Linux systems) or stores a flow record (it is a pointer to a doubly linked list in BSD and Linux systems) from the IP reassembly implementation.

In order to define the execution sequence of two statements in a program, we introduce two techniques: 1) Control Flow Graph (CFG) [44] analysis; and 2) dominator finding [55]. The node in a CFG of a program represents a block of statements in the program and the directed edge represents a jump between blocks. The CFG of a program depicts the execution sequence of each statement. The concept of dominator is proposed by the authors of [57]. This concept is originally used in the graph theory for program optimization. There are algorithms to efficiently compute the dominators of a given node in a flowgraph [55]. We use the dominators of a statement P in the CFG to imply the statements that are “always” executed before P, because by definition, the dominator of a statement P in the CFG is a statement that appears on every path in the CFG from the entry statement of the program to the target statement P. This key insight provides us with the opportunity to determine whether the destroy statement of a variable is “always” executed before the destroy statement of another variable.

We explain in detail the major four steps of our algorithm that infers the scope of detection states as follows:

Step 1: computing the CFG of the DLP and NE. Every time the NIDS receives a packet, it starts from a packet receive function call (e.g., pcap_next or recv) and ends at the destroy statement of the packet. We, therefore, consider a packet receive function call as the entry statement for the CFG.

Step 2: identifying the packet and flow record destroy statements. We manually check the code of IP/TCP reassembly implementation, which is available as standard libraries in many operating systems. For any specific NE, once identified, this information can be reused by all DLPs.

Step 3: computing dominators of the packet and flow record destroy statements. Computing dominators of a given node in a CFG is a mature technique [55] in the graph theory domain.

Step 4: determining the scope of each detection state. There are three cases of the destroy statement of a variable. Different cases indicate different scopes. (1) If the destroy statement of a variable is a dominator of the packet destroy statement, this variable is a per-packet detection state. (2) If the destroy statement of a variable is a dominator of the flow record destroy statement, this variable is a per-flow detection state. (3) If the destroy statement of a variable is neither a dominator of the packet destroy statement nor a dominator of the flow record destroy statement, this variable is a multi-flow detection state.

After we infer the scope of each detection state by analyzing the CFG of the DLP and NE, we define the per-packet and per-flow detection states as local detection states and define multi-flow detection states as global detection states. We justify this definition in the next section. An example of using our approach to classify the detection states for a scanner DLP [17] is presented in Appendix B.

4.3 Ensuring Effective Intrusion Detection

To ensure effective intrusion detection, we must ensure that all the traffic under process can access to all the detection states relevant to the traffic. We achieve this goal by 1) distributing the traffic of the same flow to the same instance, and 2) enabling only global detection states shared by multiple instances.

Since advanced network forwarding devices now have programmability thanks to SDN, dynamically redistributing traffic is feasible. When virtualized NIDSes dynamically scale (by creating or destroying instances), network traffic can be redistributed among the instances at per-flow granularity. That is, by leveraging SDN, we can dynamically update the forwarding rules in the network forwarding device to always deliver the traffic of the same flow to the same instance.

Actually, we are trying to make a trade-off between the complexity of distribution algorithm (i.e., how to distribute the traffic to ensure detection effectiveness) and the overhead of detection state sharing (i.e., enabling information exchange among instances). On the one hand, we utilize the flexible per-flow forwarding capability of SDN to simplify the traffic distribution for virtualized NIDSes.
On the other hand, the intrusion detection effectiveness is guaranteed by sharing only multi-flow detection states.

We can enable detection state sharing among instances by maintaining global detection states in the shared data store, such as RAMCloud [62], FaRM [37], and Algo-logic [4]. The authors of StatelessNF [51] have shown the feasibility of using RAMCloud as the shared data store for network functions. By classifying the detection states into local and global detection states in our approach, we only put global detection states on the shared data store to minimize the performance overhead. We have quantified the performance overhead in our evaluation presented in § 7.3.

5 NON-MONOLITHIC NIDS PROVISIONING

In this section, we first address challenge Ch1 by decomposing virtualized NIDSes into three microservices based on the logic structure of NIDSes and the types of detection logic (DL). Then, we address challenge Ch2 by designing an algorithm to partition the DLPs such that they can be enforced by non-monolithic virtualized NIDSes.

5.1 Decomposing NIDSes as Microservices

Logic structure of NIDSes: Typically, the logic structure of NIDSes consists of three major components: the network protocol stack (NPS), application protocol parser (APP), and the detection logic. NIDSes firstly acquire and validate the network traffic through the NPS. This component is responsible for reading the packet from the driver, checking the checksum, reassembling the IP fragments, etc. It is implemented in the NE. Then, the outputs of the NPS are passed to the APPs. The APPs parse the payload of the traffic and extract the semantics of the conversation between two endpoints of the network. The outputs of the APPs are then processed based on various DLs.

For the purpose of reducing the development cost while maximizing the extensibility, the NPS and APPs are usually reused by different DLs. NIDS users are allowed to add their new APPs, while NPS is not likely to be changed by the users. For example, the Bro network security monitor [22] has integrated the IP/TCP network protocol stack and a number of predefined application protocol parsers. Then, users only need to program their detection logic using a scripting language [8] provided by Bro. Users can also add their own APPs through specific program languages, such as BinPAC [65]. Another example is Libnids [5], which has implemented a library for developing the NIDSes. The IP/TCP NPS has already been included in the library, but the users need to implement their own APPs and DLs through the C interface stubs. Therefore, for generality, we consider APPs as a part of the NE and only DL is implemented by the DLs.

Types of DL: We observed that there are three types of DLs based on what information the DL needs to conduct the detection task.

- Type-I: These DLs only need header information to complete their detection tasks. For example, the Flow Monitor implements the DL that only monitors the statistics of the flows, such as byte-per-flow and packet-per-flow statistics. Another example is the DL of HTTP Monitor, which first filters out the HTTP traffic

5.2 Decomposing the Network Protocol Stack

The network protocol stack or protocol analyzers are responsible for reading the packet from the driver, checking the checksum, reassembling the IP fragments, etc. It is implemented in the NE. Then, the outputs of the NPS are passed to the APPs. The APPs parse the payload of the traffic and extract the semantics of the conversation between two endpoints of the network. The outputs of the APPs are then processed based on various DLs.

5.3 Decomposing the Application Protocol Parser

The application protocol parser is responsible for extracting the semantics of the conversation between two endpoints of the network. The outputs of the APPs are then processed based on various DLs.

5.4 Decomposing the Detection Logic

The detection logic is responsible for detecting security threats based on the semantics of the conversation between two endpoints of the network. The outputs of the APPs are then processed based on various DLs.
summarized into four cases. Each case can be realized by one microservice chain. For example, the Cookie Hijacking DL (case 3) is realized by protocol parse and payload-based detection microservices, while Scanner DL (case 2) is realized by header-based detection and payload-based detection microservices.

Though microservice chains can be composed flexibly, there are still some constraints of how the microservice chains can be composed. First, the header-based detection microservice can be located before the protocol parse and payload-based detection microservices, because header-based microservice does not need payload information. Second, the protocol parse microservice should be located before the payload-based detection microservice, since the latter needs the payload information gathered by the protocol parse microservice.

5.2 Detection Logic Program Partitioning

As outlined in § 5.1, NIDSes can be decomposed into three microservices. However, it remains the challenge to partition the user-defined DLPs into header-based and payload-based DLPs that can be executed separately by the header-based detection and payload-based detection microservices. In this section, we present an algorithm that can automatically partition the user-defined DLPs by utilizing program slicing technology [49, 72, 82].

Program slicing is a program analysis technique that can determine: 1) which statements are influenced by a given variable at a given point (forward slicing); and 2) which statements can influence the value of a variable at a given point (backward slicing). The inputs of the program slicing are the Program Dependency Graph (PDG), variables of interest, and the point where the variable is considered. The outputs of the program slicing are the statements of interest. PDG is a directed graph whose vertices represent statements and edges represent dependencies between statements. There are some program slicing tools available. In this work, we implement our DLPs in C and utilize Frama-C [12] to conduct program slicing on the DLPs. We achieve DLP partitioning through five major steps as shown in Figure 3.

**Step1: Generating PDG.** We conduct static program analysis to generate the program dependency graph of the inputted DLP. The PDG of a program involves two dependency information between the statements of a program—the control dependency and the data dependency. The control dependency, usually represented by control flow graphs, reflects the execution conditions and sequences between statements. The data dependency reflects the declaration and reference relationships between variables. There are tools that can be used to generate the PDG of a program. For example, Frama-C [12] can generate the PDG of C program and a commercial product CodeSurfer [11] can generate the PDG of C++ program.

**Step2: Computing slices.** After we get the PDG of the DLP, we utilize program slicing tools to isolate the statements of payload-based DL from other statements. The key insight is that payload-based DL relies on payload information thus is influenced by inputs containing payload information. If an input is a direct reference of some header fields, this input only provides header information, otherwise, it also contains payload information. Based on the above insight, we compute a forward program slice from the input of the DLP for the inputs that contain payload information. We call the resulting statements as the payload-based DLP slice. All the statements in the payload-based DLP slice are affected by the payload information. Therefore, we should let the payload-based detection microservice execute these statements.

**Step3: Constructing header-based DLP.** Since we have isolated the statements that are influenced by payload information, the remaining statements are independent to the payload information. These remaining statements can be executed by the header-based detection microservice. Algorithm 1 depicts the algorithm to identify the statements of the header-based DLP. Lines 1-4 identify the inputs containing payload information. Lines 5-7 compute the payload-based DLP slice. Line 8 computes the statements of the header-based DLP.

Algorithm 1: Identifying statements of header-based DLP and variables to be tracked by header-based DLP

```plaintext
Input: F a set of header fields.
prog: origin detection program

Output: header-based DLP statements and variables to be tracked
1 PI = {} /* a set storing inputs containing payload information */
2 foreach input in Inputs(prog) do
3  if input ∈ F then
4      PI = PI ∪ (input)
5 Slice = {} /* a set storing statements in resulted slices */
6 foreach input in PI do
7      Slice = Slice ∪ ForwardSlicing(prog, entry, input)
8 S = Statements(prog) − Slice
9 V = {} /* a set storing variables that should be tracked by header-based DLP. */
10 foreach v in Variables(Slice) do
11     if v ∈ V ariable(S) then
12        V = V ∪ {v}
13 return S and V
```

Figure 3: Major steps of the DLP partitioning: (1) generating PDG of the DLP; (2) computing payload-based DLP slice; (3) constructing header-based DLP; (4) constructing payload-based DLP; and (5) emitting the code.
Then, one question remains: how can we deal with the packet if the processing of the packet reaches a point where the statements in the payload-based DLP slice must be executed? Note that those statements in the payload-based DLP slice cannot be executed in the header-based DLP. Lines 9-12 of Algorithm 1 compute which variables should be tracked.

**Step 4: Constructing payload-based DLP.** As we have already computed the payload-based DLP slice. We can use that slice as a starting point to construct the payload-based DLP. There are two major concerns with the construction: 1) how can we get access to the intermediate results produced by the header-based DLP? and 2) how can we retrieve the execution from the previous breakpoints? For concern 1), we add an initialization statement at the beginning of the payload-based DLP slice for every variable that is also used by the header-based DLP. Recall that we have a contract that the forward statement in the header-based DLP will encapsulate intermediate results of those variables used by both DLPs. As a result, those variables are initialized at the beginning of the payload-based DLP slice. For concern 2), we add a switch-case statement right after all the initialization statements. The switch-case statement checks the label that is set by the forward statement in the header-based DLP. According to the label, the switch-case statement jumps to the right points to start execution.

**Step 5: Emitting the code.** This step is a reverse of Step 1. Once we have constructed the PDG of header-based and payload-based DLPs, there is little challenge to emit the code for both DLPs. Many program analysis tools also support the reversing procedure to emit the code from a computed PDG.

We provide an example of partitioning the DNS Tunneling DLP in Appendix C.

## 6 IMPLEMENTATION

We have implemented a prototype of vNIDS based on Xen [25] hypervisor. The vNIDS controller is implemented in the DOM0 of Xen, which has the ability to monitor and manage the virtual machines provisioned in Xen. We utilized Floodlight [18], an open-source SDN controller, and Open vSwitch [16] to construct our SDN environment. In particular, the vNIDS controller interacts with Floodlight to achieve per-flow traffic distribution. The three microservices are implemented based on the Click modular router software [54]. Click provides rich networking processing elements, which can be leveraged to construct a wide range of network functions.

**vNIDS controller:** We have implemented the DLP partitioning algorithms and detection state classification engine based on Frama-C [12], a static program analysis tool framework for C. The DLP partitioning algorithms and detection state classification engine are run off-line. Each time the user specifies new DLPs, the DLP partitioning algorithms will be run to partition the DLP into two header-based and payload-based DLPs that can be installed into the header-based detection and payload-based detection microservices, respectively. The detection state classification engine takes the two small DLPs and outputs DLPs with classified detection states. We have developed a programming interface on top of XL [26] to support provision control and state management.

**vNIDS microservice instances:** We have developed three new elements for Click to enable the three microservices. The major functionalities of the three microservice include 1) handling the messages from the controller, 2) integrating RAMCloud [75] to support detection state sharing between instances, and 3) executing DLPs or protocol parsers (we have implemented HTTP, SSH, DNS, and FTP protocol parsers for our virtualized NIDS). We have written six DLPs as Click elements for various detection purposes. Table 1 shows the descriptions of the six DLPs that we have written for our virtualized NIDS. In particular, DNS Tunneling DLP, Cookie Hijacking DLP, Trojan DLP, and Scanner DLP are representatives of the DLPs handling traffic of different application protocols. Flow Monitor DLP and HTTP Monitor DLP are commonly used traffic monitors that collect traffic statistics and conduct some detection tasks based on the statistics.

### Table 1: Detection programs that we have written for our virtualized NIDS.

<table>
<thead>
<tr>
<th>Detection Programs</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS Tunneling DLP</td>
<td>Detects potential DNS tunnels based on the DNS request frequency, packet length and domain name characteristics.</td>
</tr>
<tr>
<td>Cookie Hijacking DLP</td>
<td>Detects whether an HTTP cookie has been reused by different users.</td>
</tr>
<tr>
<td>Trojan DLP</td>
<td>Combines SSL, HTTP and FTP traffic to detect whether a host has been infected by Trojans.</td>
</tr>
<tr>
<td>Scanner DLP</td>
<td>Detects whether a host has generated a large amount of small flows to different hosts in a short period of time. And searches signatures in the flows generated by scanners.</td>
</tr>
<tr>
<td>Flow Monitor DLP</td>
<td>Monitors the data being transferred through HTTP traffic and sort the hosts based on the volume of HTTP traffic.</td>
</tr>
</tbody>
</table>

## 7 EVALUATION

In this section, we evaluate our approach with the following major goals:

- Demonstrating the intrusion detection effectiveness of vNIDS.

We run our virtualized NIDS and compare its detection results
with those generated by Bro NIDS based on multiple real-world traffic traces (Figure 4).

- Evaluating the performance overhead of detection state sharing among instances in different scenarios: 1) without detection state sharing; 2) sharing all detection states; and 3) only sharing global detection states. The results are shown in Figure 5. The statistics of global states, local states, and forward statements are shown in Table 2.

- Evaluating how fast each microservice can execute and scale compared with monolithically provisioned NIDSes. We compare the processing capacity and launch time of each microservice with those of the monolithically virtualized NIDS (Figure 8).

- Demonstrating the flexibility of vNIDS regarding processing capacity. We compare vNIDS with Bro Cluster with respect to processing capacity and resource usage when the network traffic volume is changed (Figure 9).

7.1 Data Collection and Attack Trace Generation

We conducted our experiments on CloudLab [10], an open platform that provides various resources for the experimenters to build clouds by running cloud software stacks, such as CloudStack and OpenStack. In the experiments, we built a cloud environment based on Xen. The physical servers we employed have two Intel E5-2630 v3 8-core CPUs at 2.4 GHz and with two 10Gb network interface cards.

Our dataset consists of the background traffic and the labeled attack traffic. The background traffic is from three different sources: 1) the CAIDA UCSD anonymized Internet trace [3], which is a representative of Internet traffic; 2) the LBNL/ICSI enterprise trace [14], which is a typical traffic trace collected from an enterprise network; and 2) the campus network trace that is collected from our campus network gateway. The labeled attack traffic is generated by conducting penetration tests in an isolated environment. We generated four attack traces for our DLPs.

- The DNS.trace contains DNS tunneling traffic generated by 20 different hosts. Therefore, we counted the number of "malicious activity" in this trace as 20. We used scapy [19], a powerful interactive packet manipulation program, to generate the traffic.

- The Cookie.trace contains HTTP traffic with 100 different cookies that have been reused by multiple hosts. Therefore, we counted the number of "malicious activity" in this trace as 100. We used Firesheep [1], an extension of FireFox, to generate the traffic.

- The Trojan.trace contains 20 victim hosts intruded by our penetration. The penetration follows the description in [35]. Basically, an attacker connects to the victim through SSH; then, the attacker downloads a ZIP toolkit from a website; finally, the attacker escalates the privilege and uploads a ZIP data file to a remote FTP server. Therefore, we counted the number of "malicious activity" in this trace as 20.

- The Scanner.trace contains the traffic from 20 hosts that try to scan other hosts in the network. Therefore we counted the number of "malicious activity" in this trace as 20. We used Nmap [15] to generate the scanning traffic.

We merged the above four traces as the Attack.trace. Then, we merged the Attack.trace with three different real-world background traffic as CAIDA+Attack.trace, LBNL+Attack.trace, and Campus+Attack.trace. The merged traces are then replayed to the NIDS. We observed the output logs to determine how many attacks have been detected by the NIDS.

7.2 Detection Effectiveness of vNIDS

In this experiment, we evaluated the detection effectiveness of vNIDS. Our evaluation is based on the DNS Tunneling, Cookie Hijacking, Trojan, and Scanner DLPs.

For each dataset, we compared the detection results in four scenarios:

- We used the outputs of Bro NIDS as our baseline for the experiment results (Bro).
- We implemented a version of the four DLPs that share all the detection states, and used them in our virtualized NIDS. Each DLP was run with multiple instances (Share All).
- We ran the detection state classification component in the vNIDS controller to generate another version of the four detection programs that enable state sharing between instances. Each DLP is run with multiple instances (vNIDS).
- We implemented a version of the four DLPs without state sharing between instances, and directly ran each DLP with multiple instances (No Sharing).

In our experiments, we first ran the Bro NIDS over the three datasets and took the outputs of Bro as the baseline for the detection results. We didn’t find DNS, Cookie, or Trojan malicious activities in any of the three real-world traces. The malicious activities detected by these DLPs are all from our Attack.trace. We found malicious activities for Scanner DLP in all three real-world traces. The malicious activities detected by the Scanner DLP are from real-world traces and our Attack.trace.

Then, we ran the Share All NIDS over the three datasets. The traffic is distributed to two instances randomly at per-flow granularity. The number of the malicious activities reported by the NIDS is the same as Bro NIDS. This implies that, by sharing all detection states, our virtualized NIDS can ensure the effectiveness.

Next, we ran the vNIDS over the three datasets. The traffic is distributed to two instances randomly at per-flow granularity. We also observed the same number of malicious activities reported by the NIDS. This implies that vNIDS can also ensure the detection effectiveness by only sharing the global detection states.

Finally, to demonstrate the limitations of NIDSes without sharing detection states, we ran the No Sharing NIDS. The traffic is distributed to two instances randomly at per-flow granularity. At this time, we observed a degradation of detection rate for all the three datasets. The comparison of detection rates of NIDSes in four scenarios is shown in Figure 4. Figures 4-a, 4-b, and 4-c are based on the three traces, CAIDA+Attack.trace, LBNL+Attack.trace and Campus+Attack.trace, respectively.
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13 hosts that are not detected. We found that those 13 hosts are too much time to be processed, the NIDS instance cannot keep up three scenarios and observed the processing time of each packet.

No Sharing

We replayed the same traffic trace to the virtualized NIDS in the CAIDA+Attack.trace; and (c) Campus+Attack.trace.

Figure 4: Detection rate of known malicious activities for Bro, vNIDS, Sharing all states, and No sharing solutions. The experiments are based on three different real-world traffic with generated attack traces: (a) CAIDA+Attack.trace; (b) LBNL+Attack.trace; and (c) Campus+Attack.trace.

For example, for the Scanner DLP, we also observed 58 hosts that are conducting scanning through the Bro NIDS in the CAIDA+Attack.trace. The No Sharing NIDS only reports 45 hosts. We manually checked the flow rules used to distribute the traffic and examined the flows generated from the 13 hosts that are not detected. We found that those 13 hosts are not reported because their flows are almost evenly distributed to the two instances. For each instance, the scanning speed of those hosts is below the threshold.

As a summary, this experiment demonstrates that vNIDS can address the effective intrusion detection challenge for virtualized NIDses and achieve equivalent outputs as traditional NIDses.

7.3 Detection State Sharing Overhead

In this experiment, we evaluated the overhead of detection state sharing in three scenarios described in § 7.2: Share All, vNIDS, and No Sharing.

We replayed the same traffic trace to the virtualized NIDS in three scenarios and observed the processing time of each packet. We chose the processing time as the evaluation metric because this time reflects how fast a packet can be processed. If a packet takes too much time to be processed, the NIDS instance cannot keep up with the packet transmission rate thus may drop packets.

![Figure 5](image-url) Figure 5: (a) Packet processing time of each detection program in three scenarios. (b) Packet processing time reduced by vNIDS compared with sharing all detection states.

Table 2: Statistics of global state, local state and forward statement in our DLPs.

<table>
<thead>
<tr>
<th>Detection Programs</th>
<th># Global State</th>
<th># Local State</th>
<th># Forward</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS Tunneling DLP</td>
<td>23</td>
<td>146</td>
<td>1</td>
</tr>
<tr>
<td>Cookie Hijacking DLP</td>
<td>29</td>
<td>174</td>
<td>1</td>
</tr>
<tr>
<td>Trojan DLP</td>
<td>32</td>
<td>187</td>
<td>2</td>
</tr>
<tr>
<td>Scanner DLP</td>
<td>28</td>
<td>121</td>
<td>1</td>
</tr>
<tr>
<td>Flow Monitor DLP</td>
<td>24</td>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>HTTP Monitor DLP</td>
<td>29</td>
<td>168</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 5 (a) presents the packet processing time of each DLP. On the one hand, the results of this experiment demonstrate that sharing all detection states introduced non-trivial performance overhead to the virtualized NIDses. On the other hand, for DNS Tunneling, Cookie Hijacking, Trojan, and Scanner DLPs, we observed that vNIDS saves 70.71%, 54.22%, 70.34%, and 69.96% of the processing time compared with the approach that shared all detection states, shown in Figure 5 (b). Especially, vNIDS saves 92.23% and 99.55% packet processing time for the Flow Monitor and HTTP Monitor DLPs, respectively, because their global states are accessed much less frequently. vNIDS keeps all of their detection states locally to each instance to significantly reduce the processing time of each packet. Those results demonstrate that sharing all detection states introduce non-trivial performance overhead and vNIDS enables only global detection states to be shared to minimize performance overhead significantly.

To further quantify the overhead introduced by vNIDS, we evaluated the number of global states, local states, and forward statements in our DLPs. Table 2 lists the numbers we observed. On average, the number of global detection states is only 15.4% of the number of all detection states. In addition, the number of forward statements is very small for each DLP, because most of the forward statements are never executed since the very first forward statement interrupts the execution, avoiding the followed forward statements being executed.

7.4 Microservice Efficiency

In this experiment, we evaluated the efficiency of virtualized NIDses provisioned as microservices. First, we evaluated how fast each
microservice instance can launch with various detection programs installed and compared with them with the launch time of the monolithic NIDS instance. Then, we compared the processing capacity of each microservice instance with that of monolithic NIDS instance. The launch time is used to estimate how fast the microservice instance can scale out by launching new instances. The processing capacity reflects the number of CPU cores required to achieve a specific performance requirement. The greater the processing capacity, the fewer CPU cores are required to achieve a specific performance requirement, therefore, the instance required less resource to run.

We implemented our microservices based on Click elements. For the monolithic NIDS, we included all the elements of three microservices and instantiated them within a single instance. Notice that there are four cases (Figure 2) with respect to composing microservice chains. In our experiment results, if a microservice is not included in microservice chain, we set the processing time of instance. Requirements, therefore, the instance required less resource to run.

Based on the evaluation results shown in Figure 6 (a), we observed that, for all the detection programs, the launch time of each microservice instance is less than the launch time of the monolithic NIDS instance, though the sum of the launch times of all microservice instances is greater than the launch time of monolithic NIDS instance. This is because each microservice instance includes fewer Click elements than the monolithic NIDS instance but some elements have been executed by multiple times. The results of this experiment indicate that microservice instances can launch faster than monolithic NIDS instances thus can scale faster.

We also compared the processing capacity of each microservice instance with that of the monolithic NIDS instance. Figure 6 (b) shows the comparison results. We observed that all the microservice instances achieve greater processing capacity than the monolithic NIDS instance. That means, every microservice instance requires less resource than the monolithic NIDS instance to achieve equal processing capacity. Therefore each microservice instance can be provisioned with less resource than the monolithic NIDS instance.

Figure 6: Launch time (a) and processing capacity (b) of header-based detection, protocol parse, payload-based detection, and Monolithic NIDS instances.

7.5 Flexibility of Placement Location

In this experiment, we evaluated the flexibility of vNIDS regarding placement location. The experimental environment is built on CloudLab involving two data centers (Site-1) and (Site-2) that are geographically distributed. In the experiment, we wanted to demonstrate that under the situation where some applications (Applications B) have been migrated from Site-1 to Site-2, virtualized NIDSes have advantages over traditional NIDSes due to their flexibility of placement location. Figure 7 demonstrates the different behaviors of two types of NIDSes.

Originally, all applications are run at Site-1 and the NIDS is provisioned at Site-1 to protect those applications. If Applications B are migrated to Site-2 due to resource management or optimization purpose, as traditional NIDSes are difficult to migrate, in this case, the network traffic relevant to Applications B must be rerouted from Site-2 back to Site-1 for processing. In contrast, vNIDS can flexibly provision new instances at Site-2 to process the traffic of Applications B. The only concern is the communication traffic, the volume of which we quantified in this experiment, between the virtualized NIDS instances located at different sites.

During the experiment, we divided each of our datasets into two parts, representing the traffic of Applications A and Applications B, respectively. Then, we replayed the two parts of each dataset at two sites, respectively. In the traditional NIDS case, traffic replayed at Site-2 is rerouted to Site-1 and we evaluated the bandwidth required by the rerouting. In the vNIDS case, traffic is replayed at Site-1 and Site-2 separately and is processed by instances at corresponding sites. We evaluated the bandwidth required by the communication between instances in the two sites.
The required bandwidth between Site-1 and Site-2 for traditional NIDS and vNIDS respectively is shown in Figure 8. We tested the three real-world datasets (without synthetic attack traces injected) and found that the bandwidth required by vNIDS is much less than traditional NIDS. Especially, for Campus.trace, traditional NIDS requires 1000x more bandwidth than vNIDS. This is because vNIDS only needs to exchange global detection states between the two sites, while traditional NIDS needs to reroute all the network traffic between the two sites. Another important observation is that for all three real-world datasets, the communication bandwidth between virtualized NIDS instances is surprisingly low – only hundreds of Kbps – for the three datasets. This is because the number of global detection states is relatively small.

7.6 Flexibility of Processing Capacity

In this experiment, we evaluated the flexibility of vNIDS regarding processing capacity and compared it with Bro Cluster. We only used Campus.trace, which has the highest traffic rate, for this experiment. We ramped the traffic sending rate gradually from 0 up to 100Gbps in 100 seconds and observed the throughput of Bro Cluster and vNIDS. We deployed 5 instances for Bro Cluster in the experiment because each Bro Cluster instance, estimated against our dataset, can roughly handle 1Gbps traffic. In contrast, vNIDS scales according to the traffic volume. Once existing virtualized NIDS instances are about to overload, we created a new instance and redirected some traffic to the new instance.

Figure 9 depicts our observation of this experiment. Figure 9-a indicates that the throughput of Bro Cluster and vNIDS steadily increases as the traffic volume grows. Once the traffic volume reaches the maximum processing capacity of Bro Cluster, the throughput of Bro Cluster is limited to less than 6Gbps. For vNIDS, as it can quickly launch new instances, its throughput grows consistently with the traffic volume. Figure 9-b depicts the number of provisioned instances for Bro Cluster and vNIDS over time. Bro Cluster provisions a static number of instances. Virtualized NIDS, in contrast, provisions its instances according to the traffic volume. As the traffic volume grows, vNIDS provisions an increasing number of instances to handle the traffic. We saw that when the traffic volume is under 5Gbps, the Bro Cluster is over-provisioning, while the traffic volume exceeds 5Gbps, the Bro Cluster becomes under-provisioning (overloaded in Figure 9-a).

8 DISCUSSION

Service chain acceleration: Running virtualized NIDS instances in virtual machines or containers may incur extra overhead. Also, provisioning NIDSes as microservices requires communication between microservices. We did not optimize our virtualized NIDS prototype regarding those two aspects in this work. However, acceleration of network function service chain has been widely investigated by the NFV research community [50, 56, 58, 64, 79, 87, 88]. 1) ClickNP [56] and NetBricks [64] are devoted to accelerating the execution of a single instance. 2) ClickOS [58] and NetVM [50, 87] focus on accelerating the packet delivery between instances. 3) NFP [79] and ParaBox [88] accelerate the execution of the whole service chain by parallelizing the execution of different services. We can adopt those techniques to our prototype to further mitigate the extra overhead introduced by NIDS virtualization and improve the performance of virtualized NID-Ses.

Applicability of vNIDS architecture: In this work, we present vNIDS architecture for NIDS virtualization based on NID-Ses that support multi-flow information and stateful protocol analysis, such as Bro [22]. However, due to the complexity of mature NID-Ses – e.g., it is reported that the recent version of Bro includes 97K lines of code, 1798 classes and 3034 procedures [53] and has been evolving for nearly 20 years – we choose to implement a prototype of virtualized NIDS to demonstrate our idea. This is however not the limitation of our approach. Especially, the program analysis and program slicing techniques we employed in this work can also be applied to existing mature NIDSes. For example, recent work [35] has demonstrated the possibility to utilize program slicing upon Bro by introducing an intermediate assembly-like representation of its detection logic programs. Signature-based NIDSes, such as Snort [20] and Suricata [21], can also benefit from our approach. Relying on classic per-flow signature matching, though signature-based NIDSes do not need to share detection states among instances to achieve effective detection, they can still apply our approach to enable non-monolithic provisioning when virtualized. Worth noting, detection logic partitioning is not a challenge for signature-based NIDSes since signatures usually explicitly specify the header-based and payload-based detection logics [73]. In addition, as a recent trend, artificial neural network (ANN) is used to build NIDSes [60]. Our work gains a foothold in NIDS virtualization and can be further extended to support ANN-based NIDS virtualization in the future.

Usage of virtualized NIDSes: We envision that virtualized NIDSes with more flexibility than traditional NIDSes can be used to protect both traditional networks [76, 85] and virtualized environments [9, 24]. Besides, as a new trend, edge computing, in which computing and storage resources are placed at the Internet’s edge in close to IoT devices, has drawn an increasing number of research attentions from the security community [48, 61, 63, 74]. The major challenges are the limited resource and diversity of edge

Figure 9: (a) Runtime throughput of vNIDS and Bro Cluster. (b) Number of instances of vNIDS and Bro Cluster.
computing environments. Virtualized NIDSes can be easily customized through microservice composition and can provision different components flexibly at different locations and with different number of instances. These flexibilities of virtualized NIDSes are well suited to address the limited resource and diversity of edge computing environments. For example, we can provision only header-based detection microservice at the edge computing environment (easily customized). If the traffic needs further analysis on the payload, we can then provision the payload-based detection microservice on demand (flexible capacity) in the same edge computing environment or even in a remote cloud (flexible location), depending on the trade-offs between performance and resource usage.

Elastic security vision: To this end, there are some efforts having been made to develop elastic security approaches, such as DDoS defense systems [42], security architecture for enterprise networks [85], virtual firewall controller [36], and NIDS virtualization in this work. However, these efforts are disjoint points at different security areas. In our work, the idea of provisioning network security functions as microservices has been proved to be a feasible way to achieve more efficiency (than monolithically provisioning) for elastic security approaches (§ 7.4). Though our approach is specific to NIDS virtualization, it can be generalized to develop other network security functions leveraging microservices. We call this paradigm as network security as microservices. As a result, we envision an open platform that can facilitate the design of elastic security approaches with the support of diverse virtual security functions developed with microservices.

9 RELATED WORK

Some recent research efforts have used NFV and SDN techniques to address the inflexibility and inelasticity limitations of traditional network defense mechanisms [36, 42, 85]. In Bohatei [42], the authors address the limitations of traditional DDoS defense systems with respect to flexibility and elasticity. Bohatei utilizes NFV to dynamically launch virtual machines at different locations to handle DDoS attack traffic and leverages SDN to redistribute the traffic that optimizes the bandwidth consumption. The DDoS defense system is specific for DDoS attacks, while our work is for NIDSes that aim to defend various attacks. In addition, we have considered the cases where different instances need to exchange information to ensure detection effectiveness, which is overlooked by Bohatei. The authors of PSI [85] propose a security architecture for enterprise networks leveraging NFV and SDN to provide better isolation between security functions, support context-aware security policies, and agilely change its security policies. However, the design of each specific network security function remains unsolved in that work. Our work focuses on improving the specific design of NIDSes for virtualization purpose. VFW Controller [36] is devoted to addressing the problems of firewall virtualization. In particular, VFW Controller analyzes the relationship between firewall rules and OpenFlow rules to safely select the firewall rules that need to migrate between virtual firewall instances during virtual firewall elastic scaling. Our work, in contrast, addresses the challenges in NIDS virtualization, which are fundamentally different from the challenges of virtual firewalls.

Existing work of NIDSes is devoted to developing scalable architectures for NIDSes [35, 77, 81]. However, flexible architectures with respect to capacity and location for NIDSes are missing. The authors of [35] propose a concurrency model for stateful deep packet inspection to enable NIDSes to run with multiple threads in parallel for better scalability. Their approach attempts to avoid inter-thread communication to reduce the performance overhead induced by detection state sharing. However, such an approach proposes to maintain detection states in each instance separately, without any sharing. As we have demonstrated in § 2.1, for some complex detection logics, it is impractical to achieve effective intrusion detection only relying on traffic distribution. NIDS Cluster [81] and multi-core architecture for NIDS [77] enable information exchange between NIDS nodes or threads to achieve effective intrusion detection. However, both of them fail to give any analysis or classification to the detection states. In particular, NIDS Cluster relies on users to manually determine which detection states need to be shared. Our work is fundamentally different from existing NIDS research efforts in the point of view that our work aims to develop a more flexible architecture for NIDSes and addresses the effective intrusion detection and non-monolithic NIDS provisioning problems, which cannot be well addressed by existing NIDS architectures for virtualized environments.

There is another body of work from the network research community, which addresses state management problems of virtualized network functions [46, 51, 53, 70, 84]. Split/Merge [70] and OpenNF [46] are limited to addressing the state migration problem during network function elastic scaling. Both methods maintain the state of each instance separately at runtime, therefore cannot be used to address the effective intrusion detection problem of NIDS virtualization. StateAlyzer [53] classifies the states of network functions to reduce the overhead during state migration. However, such classification is based on per-packet processing procedure and cannot identify per-flow states. Our work ensures the detection effectiveness for virtualized NIDSes at runtime, and is able to identify per-flow detection states to minimize detection state sharing. StatelessNF [51] proposes to share all states among network function instances. This approach incurs significantly performance overhead when applied by virtualized NIDSes (evaluated in § 7.3). The authors of [84] use the concept of local and global states for network functions. However, they fail to provide a systematic approach that can automatically distinguish between the two types of states in a program. Our work can distinguish local and global detection states automatically in a detection logic program through program analysis.

10 CONCLUSION

In this paper, we have proposed vNIDS, a new NIDS architecture, to achieve safe and efficient virtualization of NIDSes. We have carefully designed solutions in vNIDS to address two key challenges including effective intrusion detection and non-monolithic NIDS provisioning in NIDS virtualization. We have implemented a prototype of vNIDS and evaluated it with various detection logic programs based on real-world traffic traces. Our evaluation results have demonstrated the safety and efficiency of vNIDS for NIDS virtualization.
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Appendix A  COOKIES HIJACKING - DETECTION

To detect the cookie hijacking attack, the NIDS monitors whether a cookie is used by different users. Basically, the NIDS tracks the IP address for every cookie usage. If a cookie is used by different IP addresses, it means the cookie has been reused by different users. However, the detection results are not often true if only based on IP addresses, because in many networks the IP address of a host is dynamically allocated and can be changed from time to time. In order to improve the detection accuracy, the NIDS makes use of extra information, such as MAC addresses. The NIDS collects the MAC address information by monitoring the traffic of a DHCP server and maintains the IP-MAC bindings in a table. Every time the NIDS observes a cookie being reused by different IP addresses, it further checks whether those two IP addresses are assigned to different MAC addresses. If so, a cookie hijacking attack is reported.

The detector [80] implementing the aforementioned detection logic should employ at least two tables: the Cookies table maintaining the context (e.g., the IP and MAC addresses of the original user of the cookie) of each cookie that has been observed by the NIDS, and the IP2MAC table maintaining the bindings between IP and MAC addresses.

The detection process is demonstrated in Figure 10. For each HTTP flow, the detector extracts the cookie and retrieves the context from the Cookies table (1). If there is no context available, a new context record of the cookie is added. This operation requires access to the IP2MAC table to obtain the MAC address (2). If the context exists, but the IP address in the context record is not consistent to the IP address of the flow (3), the detector needs to access the IP2MAC table to determine whether the two IP addresses are from the same user by looking at the MAC addresses (4). In the example shown in Figure 10, Flow1 is from the original user using cookie C1. If Flow2, which is actually from an attacker, is delivered to another instance that does not process Flow1 thus lacks the context of C1, Flow2 is falsely considered as a legitimate user of the cookie C1. However, without deep analysis of traffic, it is impossible to know which two flows contain the same cookie thus should be delivered to the same instance.

*It is still possible for attackers to bypass this detection. However, augmenting the robustness of existing detectors is not the focus of this paper.*
In addition, it is impossible to predict which two detection states must be maintained by the same instance. For example, in Figure 10, if Flow1 and Flow2 do not appear, the two records indexed by 10.1.1.1 and 10.1.2.2 in the IP2MAC table can be maintained by different instances. However, if Flow1 and Flow2 come, these two flows must be delivered to the same instance that maintains the context of the cookie (C1). As described above, Flow1 and Flow2 also need to check the two records indexed by 10.1.1.1 and 10.1.2.2 in the IP2MAC table. Therefore, those two records must also be maintained in the same instance. This example demonstrates that the incoming traffic could dynamically correlate two detection states, thus it is impossible to predict beforehand which detection state is maintained by which instance.

Appendix B DETECTION STATE CLASSIFICATION EXAMPLE

A DLP detecting scanners in the network consists of two tasks:

- Counting the number of flows generated by each host. If a host generates too many flows in a short time, it’s potentially a scanner.
- Monitoring the number of packets for each flow. If a flow contains many packets, this flow is not likely for scanning purpose.

The DLP should have two tables: a Hosts table maintaining the number of flows generated by each host, and a Flowcounts table maintaining the number of packets of each flow.

Figure 11 shows the CFG of the DLP combined with the NE. Each node in the CFG represents a block of statements and each directed edge represents a jump between blocks. The DLP considers a host as a scanner if it generates too many flows in a short period of time. But not all the flows are taken into consideration. Only those flows that contain a few packets will be considered. The Hosts[sip] stores the number of flows that have been generated by the host with sip as IP address. The Flowcounts[sip, dip, sp, dp]

For simplicity, we prune nodes and edges irrelevant to our analysis.
Appendix C  DLP PARTITIONING EXAMPLE
DNS protocol is usually considered as a commonly used protocol to interpret the domain names on the Internet thus is rarely prohibited by firewalls. In a DNS Tunneling attack, the attacker tries to bypass the firewall by encapsulating malicious content in DNS traffic. The DNS Tunneling DLP tries to detect DNS Tunneling attacks. We use this DLP as a use case because the DNS Tunneling detection techniques have been well studied in lots of literature [27, 32, 40, 41], and there is also a DLP implemented by Bro scripting language [7]. We have implemented a C version of DNS Tunneling DLP based on existing Bro DNS Tunnels detection scripts. The DLP involves both header-based DL and payload-based DL. Thus, it would be a good use case to demonstrate our approach for partitioning the DLP.

The code shown in Code 1 is an implementation of the DNS Tunneling DLP in C language. The Tunneling_Detection is a C interface stub that will be called back by the NE when a DNS packet is received. The parameters sip and length are header fields of incoming packets, while the query is the payload information indicating the domain name being queried by the DNS packet. The basic idea of the DLP is as follows: The hosts is a pointer of a linked list. Each element in the list is a structure recording which IP address this element is associated with and the number of DNS packets being counted by the DLP. Each time a DNS packet is received, the DLP increments the count accordingly (lines 26 and 27). The DLP first checks whether a host has generated too many DNS packets in a period of time (line 28). If this is true, this host is reported as an attacker (lines 29-31). Otherwise, the DLP checks the length of the DNS packet (line 33). If the packet’s size exceeds a threshold, the DLP further checks the payload of the packet (lines 34-41); otherwise, this is a normal packet.

Step1 & Step2: We use Frama-C to compute the forward slice of query from the beginning of the DLP (line 25). Note that Frama-C has already computed the PDG internally for its program slicing. The resulting statements of the payload-based DLP slice are lines 35, 36, 39, 40, 41, and 45.

Step3: To construct the header-based DLP, we replace lines 35, 36, 39, 40, 41, and 45 with forward statements. Then, we identify the variables that should be tracked. According to Algorithm 1, variable length and i have been used by both header-based and payload-based DLPs. Therefore, those two variables should be tracked. We find that length has never been updated (i.e., never appear on the left-hand-side). As a result, only i is encapsulated into the packet and sent to the payload-based DLP.

Step4: To construct the payload-based DLP, we first add the initialization statements for the variables storing intermediate results. In this case, we only add a statement to assign the value to variable i. Then, right after the initialization statements, we need the switch-case statement to retrieve the breakpoints. In this case, the switch-case statement checks the label and maps each label to lines 35, 36, 39, 40, 41, and 45, respectively.

Step5: Once we have PDGs of both header-based and payload-based DLPs, we can use tools to reverse the PDGs into the source code. In our case, instead of generating PDGs, Frama-C computes the PDG internally and utilizes the PDG to compute the forward program slice. Finally, Frama-C emits the source code of the resulting slice directly. We write a parser using Flex [23] and Bison [13] to do the construction in Step3 and Step4. In practice, most modern compilers can make optimization of the source code by removing unused variables and unreachable statements.

```c
1 int T1 = 100; /*frequency threshold*/
2 int T2 = 53; /*length threshold*/
3 int T3 = 0.3; /*numeric threshold*/
4 struct host { 5   unit ip;
6   int count;
7   struct host* next;
8  }
9 struct host* hosts;
10 struct host* find_host(uint ip) {
11   struct host* h = hosts;
12   while (h) {
13     if (h->ip == ip) return h;
14     h = h->next;
15   }
16   return NULL;
17  }
18 int Tunneling_Detection(uint sip, int length, char* query){
19   int num_count = 0, i = 0;
20   struct host* h = find_host(sip);
21   h->count += 1;
22   if (h->count > T1) {
23     h->count = 0;
24     printf("DNS Tunnel Detected!
");
25     return 1;
26   } else {
27     if (length > T2) {
28       for (i = 0; i < length; i++) {
29         if (query[i] == ‘0’ & & query[i] <= ‘9’)
30           num_count += 1;
31       }
32     }
33     if (num_count > length * T3) {
34       printf("DNS Tunnel Detected!
");
35       return 2;
36     }
37   }
38   return 0;
39 }
```

Code 1: Simplified DNS Tunneling Detection Program