Exploring the emergence of influential users on social media during natural disasters

Yang Yang\textsuperscript{a,1}, Cheng Zhang\textsuperscript{b,*,1}, Chao Fan\textsuperscript{b}, Wenlin Yao\textsuperscript{a}, Ruihong Huang\textsuperscript{a}, Ali Mostafavi\textsuperscript{b}

\textsuperscript{a} Department of Computer Science \& Engineering, Texas A\&M University, USA
\textsuperscript{b} Zachry Department of Civil Engineering, Texas A\&M University, USA

\textbf{A R T I C L E  I N F O}

Keywords:
Social media
Public information and warning
Twitter
Influential user
Hurricane Harvey
Disaster

\textbf{A B S T R A C T}

Public information and warning represent key components of society’s disaster preparedness, as they complement planning and operational coordination. Social media has increasingly become a means by which users spread useful public safety and emergency information during these events. The emergence of influential users plays a critical role in the improvement of online social networks for widespread information diffusion. This study focuses on the emergence of influential individual users on Twitter and explores the reason why they achieved a significant number of followers during one of the most devastating disasters: Hurricane Harvey. The diverse patterns of increases in followers for the emerging influencers may be separated into several types. Among those types, Twitter users who posted objective disaster-related information in clear language and a consistent fashion tended to show an increase in followers and emerged as influential users. Additionally, professionals (from the media industry, public agencies and departments, and research organizations) made significant contributions to public information and warning during the hurricane. The findings highlight the common attributes of emerging influential social media users and the crucial role they play in the self-organized dissemination of disaster information.

\textbf{1. Introduction}

Natural disasters such as earthquakes and hurricanes often prove devastating for the people who live where they occur. Access to timely and reliable information about the situation, protective and preventive measures, and critical lifesaving and life-sustaining efforts can decrease mortality [1]. Therefore, public information and warning represent key components of society’s disaster preparedness, as they complement planning and operational coordination [1,2]. Social media comprises a part of the societal infrastructure and increasingly has been used to improve upon public information and warning during disasters. Social media enables multiple paths of communication from a single source. Therefore, it contributes to the efficiency of information dissemination [3–5]. Information made available on online social networks—similar to other complex networks—occurs through different diffusion processes [6,7]. An important diffusion process is information propagation through influential individuals (also called ‘influencers’ or ‘hubs,’ [8,9]), who are users (i.e., nodes in the network) with a large number of followers (links). In the context of a disaster or an emergency event, certain users quickly emerge by gaining many followers; they become information hubs for the communication of reliable information to the public. Emerging influential users play an important role in information dissemination during disasters. For example, a meteorologist in the Harris County Flood Control District (HCFC) who actively posted flood-related information and answered questions during Hurricane Harvey increased his number of Twitter followers from 2633 to 13613 during seven days in August 2017. To recognize the meteorologist’s contribution, the mayor of Houston designated May 2nd as a day of honor in his name [10]. Despite the important role they play during disasters, the existing literature has little information on the characteristics of emerging influential social media users.

The lack of research on the emergence of influential users contributes to a gap in understandings about online social networks. Who are the users that have a significant influence on the dynamics of online social networks during extreme events? The online social network structure is highly dynamic regarding link creation and deletion [11,12], and frequently is referred to as “link prediction” in the literature [13]. Link prediction studies primarily have focused on
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modeling the dynamics of direct links (e.g., following and friend ing, [14,15]) and the indirect links that result from information flow (e.g., retweeting and replying, [16,17]) between nodes, as well as the interactions between direct and indirect links (e.g., the tweet-retweet-following process, [8,18,19]). These studies have produced a variety of techniques that help to predict the generation and destruction of links that contribute to the evolution of networks (e.g., recommendations of Twitter accounts that people may want to follow [20,21]). However, they have provided limited insights into the human behaviors that inform the dynamics of online social networks.

Link prediction studies typically have been based on the assumption that mutually similar nodes will link to the same node or other mutually similar nodes. That assumption helps to predict the unknown or future links based on known links but fails to uncover the less obvious reasons for link creations. Consequently, existing studies have focused heavily on ways in which to measure the similarity between nodes regarding the user profile, the content of social media posts, and network topology [13,21]. However, very little research has examined the underlying reasons for which a group of nodes would link to one another [20,22]. Moreover, no studies have been conducted that specifically focus on emerging influential users (information hubs) or identify the behaviors that trigger the public’s recognition and promotion of them during extreme events.

Link prediction techniques to date could result in the recommendation of meteorologist above to a Twitter user during Hurricane Harvey but would not be able to account for his popularity. During uneventful times, people could have a variety of reasons for the creation of links on social networks (e.g., family and friends, shared hobbies or topics of mutual interest). However, during extreme or emergencies, the emergence of influencers suggests that the public has shared understandings that would contribute to the promotion of certain users. The public’s need to find and share reliable information related to disaster situations could prove to be an invaluable resource that could be deployed to improve public information and warning.

This study addresses the gap in the literature with a focus on influential Twitter users during Hurricane Harvey. The reason why the authors focused on Hurricane Harvey is threefold. First, Harvey is one of the costliest hurricanes in U.S. history [23], which showed its huge impact. More importantly, Hurricane Harvey is referred to as “the U.S. First Social Media Storm” [24] because people proactively used social media to process disaster response activities, including disseminating situational information and seek rescues; many influential users emerged during this disaster (e.g., the meteorologist in the HCFCD). The study examined the reasons why they gained the following that they did during the disaster. The following questions guided the research: 1) what are the features about tweet content and tweeting behavior that contribute to a significant increase in followers during disasters and 2) what are the social characteristics of the emerging influential users who contributed to disaster information dissemination?

The organization of the rest of this paper is as follows. Section 2 overviews the methodology. Section 3 shows the results and findings. Section 4 discusses the findings and shows the practical and theoretical value of this study. Section 5 concludes the paper.

2. Methodology

The overall goal of this study is to identify the emergence of influential individual users on Twitter and explore the reason why they achieved a significant number of followers during one of the most devastating disasters: Hurricane Harvey. The study began with a baseline comprised of an analysis of the relationship between a user’s increase in the number of followers and the content of their tweets (step 1). As a means by which to distinguish emerging influencers from ordinary Twitter users, the study explored how the relative importance of different features varied for users with a greater increase in followers compared to the baseline user group (step 2). Finally, clustering analysis of the most influential users based on the features that corresponded to a significant increase in followers identified in the previous steps was used to identify and characterize the individuals who contributed to disaster information dissemination (step 3). Fig. 1 overviews the methodology.

2.1. Data collection and pre-processing

Data used in this research was collected from the time that Hurricane Harvey made landfall in Houston on August 25, 2017, to August 31, 2017. We collected tweets from all users whose location in their user profile was designated as Houston through Twitter’s PowerTrack API. To best identify emerging influencers, established users with a large number of followers were excluded. We established a threshold (follower increase > 89,196) that helped to distinguish users with a large following from others by using the method proposed by Ref. [25], calculating the sum of the average of initial followers and three times the standard deviation of initial followers. A total of 5662137 tweets posted by 117380 unique users was collected. In this dataset, each tweet posted by a specific user (including retweets and replies) included the real-time number of followers for each user. We constructed a timeline of follower changes and acquired the follower change number for each Houston-based user from this data.

To balance between the vast majority of users with lower follower increase and those who gain a substantial number of followers, we ranked the remaining 117380 users by the change in the number of followers during the studied period. As shown in Fig. 2, only 20% of users have a follower increase of 4 or above. To avoid the abundance of users with a neglectable follower increase, we decided to make the top 20% as our cutoff when analyzing the patterns of follower increase. Next, we filtered out any Twitter user who posted less than 55 tweets
The second category contained behavioral features and captured how consistently a user posted.

- **The average number of tweets posted per day** (hereafter referred to as "Tweets per day") was the average number of tweets posted by a user. An average number of tweets (including original tweet, retweet, and replies) a user posted during the seven days of study. The average number of tweets posted represented the primary behavior feature examined because it measured the amount of content the user created each day.

- **Number of replies** was the total number of replying tweets the user made, indicating the amount of interaction in which the user engaged with the public. The number of replies to other tweets the user made. This feature measured how often the user interacted with other users and represented an important means by which to differentiate accounts maintained by humans rather than bots.

The third category only contained one feature, which is a record of the initial followers each user had on August 25th, 2017, at the beginning of the analysis period.

Before doing further analyses, we first tested the features for multicollinearity, which may result in erroneous feature coefficients in regression models, using Variance Inflation Factors (VIF). As shown in Table 2, VIF for all features is less than 5, indicated by the rule of thumb for VIF to be of low multicollinearity. Therefore, we keep all the listed features in the following analysis.
Table 3
Grid search parameters during optimization of the random forest model.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_estimators</td>
<td>5, 10, ... , 115, 120</td>
<td>Number of decision trees</td>
</tr>
<tr>
<td>max_depth</td>
<td>1, 2, 3, ... , 19, 20</td>
<td>Maximum depth for each decision tree</td>
</tr>
<tr>
<td>max_features</td>
<td>Square Root, Logarithmic, Auto (All Features)</td>
<td>Number of features to consider when looking for the best split</td>
</tr>
</tbody>
</table>

2.3. Step 1: Identifying the general relationship between an increase in followers and the features of tweet content, posting behaviors, and initial follower

Step 1 of the study focused on the identification of the general relationships among an increase in followers, Twitter content, and posting behaviors. To be able to examine users with different levels of increases in followers, step 1 focused on users from Houston who gained at least four followers and ranked in the top 20% of increased followers during Hurricane Harvey. To better understand the contribution of these features and predict the follower increase, two regression models were employed to train the data and explore the importance of the features. Unless otherwise specified, the models used to describe the relationship between the increase in followers and the features of tweet content and tweeting behavior hereafter are referred to as ‘models’.

The first model is generalized linear regression, which is a widely-used method to identify the variable importance. Specifically, because the dependent variable (i.e., follower increase) is an over-dispersed count variable (mean = 45.48, variance = 187.821), this study used the negative binomial regression [30]. Let \( Y \) be the dependent variable, which is the follower increase of each user \( i \) \( (i = 1, 2, ..., n) \) in the dataset. The probability mass function of \( Y_i \) is as follows:

\[
Pr(Y_i = y_i | x_i) = \frac{\Gamma(y_i + \alpha^{-1})}{\Gamma(y_i) \Gamma(\alpha^{-1})} \left( \frac{\alpha y_i}{1 + \alpha y_i} \right)^{\alpha y_i} \left( \frac{1}{1 + \alpha y_i} \right)^{\alpha^{-1}},
\]

\( y_i = 0, 1, ..., \)

\[
\ln(\mu_i(x_i)) = x_i^T \beta + \epsilon
\]

Where \( \epsilon \) is the error term, which is a gamma-distributed random variable with mean one and variance \( \alpha \). \( \Gamma(*) \) is the gamma function. The predictor variables \( x_i = x_{i1}, x_{i2}, ... x_{ik} \) are the normalized feature values introduced in Section 2.2. The standardized coefficients \( \beta = [\beta_1, \beta_2, ..., \beta_k] \) are to be estimated. The variance and mean of \( Y \) are as follows, which shows the over-dispersed nature of the follower increase:

\[
E(Y_i | x_i) = \mu_i(x_i), \quad Var(Y_i | x_i) = \mu_i(x_i) + \alpha \mu_i(x_i)^2
\]

Therefore, \( \alpha \) is also called the dispersion parameter. To estimate the parameters \( \alpha \) and \( \beta \) using maximum likelihood estimation, we can write the likelihood function:

\[
L(\alpha, \beta) = \prod_{i=1}^{n} \frac{\Gamma(y_i + \alpha^{-1})}{\Gamma(y_i) \Gamma(\alpha^{-1})} \left( \frac{\alpha y_i}{1 + \alpha y_i} \right)^{\alpha y_i} \left( \frac{1}{1 + \alpha y_i} \right)^{\alpha^{-1}}
\]

To calculate the parameters, we selected glm.nb from R, used logarithmic as the link function, and applied a limit of 1000 iterations to resolve the non-convergence for some features. We tested whether each feature correlated with the dependent variable and used the standardized coefficient \( \beta \) to measure how much weight each feature individually contributed to predicting the target.

In addition to the standardized coefficient obtained from the negative binomial model, we also used a random forest regression model, a non-linear ensemble model to conduct the training experiments and determine the relative weight of each feature in the prediction. The random forest regression model is also popular in identifying variable importance because it can handle a large number of variables as well as achieving high precision and fast computational time [31, 32]. Because the range of our dependent variable extended across several magnitudes (10^0 to 10^4), we converted our target, follower increase, to log scale. For random forest, the score we used to indicate how much a feature contributes to the prediction is the mean decrease impurity (MDI) [33, 44]. MDI is the average over all trees of the weighted sum of impurity decreases for all nodes in each tree where the feature is used [33]. With the training set of the top 20% of users in follower increase cross-validated into ten splits, we obtained the final feature weights by taking the average of the feature weights of the models trained with each split. We also optimized the hyperparameters of each random forest regression model with GridSearchCV function in the Scikit-learn package [34]. Table 3 shows the parameters used in the optimization process.

2.4. Step 2. exploring the feature/follower-increase relationship for users with huge follower gains

For the emerging influencers who gained a significant number of followers during Harvey, the factors that lead to follower increase might be different from that of the general public. Therefore, Step 2 of the analysis focused on exploring the relative importance of different features for Twitter users with significant follower gains. The hypothesis that informed step 2 was that the feature importance for follower increases of emerging influencers would be different from those in the model presented in step 1. Step 2 consisted of two sub-steps. The first sub-step tested whether the general model in step 1 could fit the users with the greatest increases in followers. We calculate the average of R-squared value and MSE of ten cross-validation models for users ranked top 20%, 16%, 11%, 5%, 2%, and 1% in follower increases, respectively, based on the predicted value of follower increase using the random forest models in step 1. The second sub-step fitted two regression models, negative binomial and random forest, to explore the relationship between follower increases and the features for users with different level of follower increases. We repeated the same optimization process as step 1 for each of the two sub-steps. The emerging influential users during Harvey are those who have a significant follower increase and have different patterns in the features related to follower increase compared to the general pattern in step 1.

2.5. Step 3: characterizing the contributors to public information and warning within the emerging influential users

To identify the contributors to public information and warning during Harvey within the users ranked top 1% in follower increase, who are typical examples of emerging influential users, we used the K-Means clustering algorithm to categorize the emerging influential users. K-Means clustering algorithm requires the number of clusters as input, and we used the elbow method [35] to determine an optimum number of clusters for the K-Means clustering algorithm. Elbow method determines the appropriate number of clusters within the dataset by looking at the curve of performance improvements as the number of clusters increases. For the performance metric of the clustering models, we used distortion, the sum of squared distances of points to the center of the cluster in each cluster [36]. By finding the “elbow” in the distortion curve, when a change of performance starts to decline, we can determine a point where increasing the number of clusters would not
drastically increase the amount of variance any more, which is an indicator of the appropriate number of clusters within the dataset. Based on the clustering result, we determined different patterns of follower increase among the emerging influencers. The difference in the follower-increase patterns and tweet contents helps distinguish the contributors to public information and warning from other emerging influencers.

To further investigate the characteristics of the contributors, we analyzed their occupations through a manual annotation of their profiles. For each contributor, we first looked for direct clues indicating his/her/their occupation in the user profile, such as the name of the affiliation or description of the occupation. We then annotated the occupations of each contributor with seven labels: media, charity, community, medical, public sector, sports, and academia. We also annotated whether these accounts belong to an individual or an organization by looking at the account name and profile description. Finally, we collected the data on whether these accounts are verified by Twitter or not.

3. Results

This section introduces the findings corresponding with the three steps of analysis introduced in Section 2.

3.1. Step 1: identifying the general relationship between an increase in followers and the features

As is introduced in Section 2.3, two models (i.e., negative binomial and random forest regress model) are used to identify the relationship between follower increase and the features of tweet content, posting behaviors, and initial follower for the users ranked top 20% in follower increase. In the negative binomial model, all features have strong correlations with follower increase. Fig. 3a illustrates the ranking of the features according to the standardized coefficient and identifies the feature of the initial follower (the number of followers at the beginning of the analysis period) as the first outperforming the second feature (originality rate) by 101.7%. Among content features, originality rate and related rate proved to be the second and forth most important, while other content features such as informer rate, topic focus, and concreteness were ranked at the bottom. For behavioral features, 'tweet per day’ ranked third, evidencing that the quantity of information posted also was a significant predictor of follower increase.

For the random forest regression model, Fig. 3b shows the relative feature weights of the trained model. A comparison of the ranking of the standardized coefficients (beta coefficients) from the negative binomial model and the ranking of the relative feature importance values in the random forest model served to determine the importance of each feature. Both models ranked by magnitude of the weights revealed that (1) initial follower has a significant influence on follower increase; and (2) related rate, originality rate, and tweets per day are important for a Twitter user to gain followers during Harvey. The performance of the proposed model is discussed as follows. The R squared score (R^2) of the random forest regression model was 0.383, and the mean squared error (MSE) was 0.129, both higher than the standard substantive significance level (0.26) used in the social sciences [37].

The results from the two regression models provided an understanding of the increase in Twitter followers during disasters. The number of initial followers ranked first by a large margin in both models. Related rate and originality rate were significant content features; the posting of original tweets (i.e., offering first-hand information about the disaster situation) was significant with regard to the increase in a given user's followers. One behavior feature, the average number of tweets per day ranked at the top, suggesting that posting a large amount of information represented an important means by which to gain followers. The ‘meformer’ proved negatively correlated with follower increase in the negative binomial model and was of relatively low significance in the random forest model. Content originality and relevance to the disaster, followed by the frequency of tweets, were the most important features for users to gain followers during Hurricane Harvey.

3.2. Step 2: exploring the feature/follower-increase relationship for users with huge follower gains

To investigate whether the general pattern of follower increase could be applied to the users with significant follower increase, we tested the general random forest model on users ranked the top 20%, 16%, 11%, 5%, 2%, and 1% in follower increase. As shown in Fig. 4, the performance of the general model declined significantly; the importance of the features that impacted follower increase for the emerging influential users was different from those for the ordinary users.

We proceeded to investigate the feature importance for Twitter users with different rankings with regard to follower increase (i.e. top 20%, 16%, 11%, 5%, 2%, and 1%) to identify the differences between the emerging influencers and ordinary users based on negative binomial regression and random forest regression. First, the standardized coefficients of the negative binomial were calculated. The results showed that the absolute values of standardized coefficients for all of the features decreased when the users ranked in the top with regard to follower increase were targeted. More importantly, as shown in Fig. 5a, the standardized coefficient of the related rate surpassed initial followers for those users ranked in the top 1% in follower increase. Second, we trained multiple random forest models on users with different follower increase rankings and compared the features' relative importance in the different models (Fig. 5b). Fig. 5b illustrates that the importance of initial follower decreases for users with higher rankings of follower increases. On the other hand, the related rate became more.

Fig. 3. a. Standardized coefficient for the negative binomial regression model ranked by their absolute value. Solid and striped bars indicate positive and negative values, respectively. b. Feature weights of the random forest regression model.
significant and its importance was very close to initial follower (0.165 vs. 0.170) for the users with the top 1% in follower increase. The relative importance of other features did not change significantly. These findings suggested that the related rate of top users contributed to their high follower increase (in comparison to ordinary users for whom the initial follower was the most significant feature). These findings also encouraged us to further explore the emerging influencers among the top 1% of users concerning follower increase and to seek a better understanding of their uniqueness about features that contributed to it.

Fig. 5c illustrates the performance of random forest models for users with different levels of follower increase. The figure shows that the numbers of follower increase for users with a higher number of follower increases were difficult to ascertain using a random forest regression. To investigate the influence of the size of the training dataset, we also subsampled six datasets from users of top 20%, 16%, 11%, 5%, 2%, and 1% with the same size (692 users, which is the number of users after filtering who ranked top 1% in follower increase) to train and cross-validate the random forest models. To mitigate the influence of random subsampling, we repeated the test 10 times and looked at the overall distribution of the results. The result showed that, even with the same amount of training sample, the performance of models decreases as the follower-increase ranking of the users in the training dataset increases. This decrease confirmed that the increases in followers is more difficult to predict for the top emerging influential users than for ordinary users and indicated the existence of multiple patterns in follower increase for the top users.

3.3. Step 3: characterising the contributors to public information and warning within the emerging influential users

Step 3 permitted characterization of the emerging influential users through verifying that the unpredictability was caused by the multiple patterns that generated increases in followers, such as the posting of quality information related to the disaster or large numbers of initial followers. This step focused on the top 1% of uses in follower increase for two reasons. First, these users are typical examples of emerging influential users considering their significant follower gain during Harvey. Second, they have different patterns with the general public in terms of the relationship between follower increase and the features, as is shown in previous steps.

3.3.1. Clustering the emerging influencers for identifying multiple follower-increase patterns

To separate the top influential users who emerged during Hurricane Harvey, we used a weighted clustering algorithm to divide the top 1% of the users by their content and behavioral features. The weights of the features were calculated as their relative importance from the trained random forest model for users in the top 1% increase in followers. Using

Fig. 5. Results of training regression models with users with different ranges of follower increase. a. Change of the standardized coefficient of each feature in negative binomial regression models trained with users of different ranges of follower increase (points marked as triangle means that these features failed to reject the null hypothesis of not having a significant effect on the corresponding models with the p-value > 0.05). b-c, Change of feature importance and performance in random forest regression models trained with users with different ranges of follower increases.
the elbow method [35] shown in Fig. 6, we determined that K = 4 was optimum.

To identify the most significant features for clustering the emerging influential users and visualize them in 3-d space, we processed Principal Component Analysis on the features of the top 1% Houstonian Twitter users in follower increase. To find how many components are required to represent the dataset, we calculated the percentage of variance explained for all the principal components. The first three components combined explain over 78.75% of the total variance, with the percentage of variance explained drastically decreasing for the following components. As a result, we decided to use the first three components as our principal components. Among weights of features in the three principal components, initial follower, related rate, and original rate stand out compared to other features regarding PCA component weights. To compare the three features to the three main principal components determined above, we also calculated the ratio of variance explained for each feature. The results show that the features of initial follower, related rate, and original rate combined have over 76.53% of variance explained, while all other features are having a drastically lower percentage of variance explained. This observation shows that these three features have a significant contribution to distinguishing the data points when separating the top 1% of Houstonian Twitter users in follower increase into different categories.

Fig. 7a illustrates the top 1% of users in a three-dimensional space, with the x, y, and z-axes representing an initial follower, related rate, and original rate, respectively. The purple cluster with the square mark is the cluster of users that exhibited high related rates and low to moderate levels of initial followers. The green cluster with circle marker had a high number of initial followers and low to moderate levels of related rates. The gray cluster with triangle marker had high orinality rates. Finally, the yellow cluster with x-shaped marker had low to moderate related rates, initial followers, and orinality rates.

Fig. 7b shows that users in the purple cluster with square marker had the most significant mean and median follower increases among the users in the top 1% of follower increases.

Fig. 8 shows the word clouds of the tweets posted by users in the four clusters. To better highlight the difference between the tweet content of the users in different clusters, words with high frequency in all four clusters (i.e., “Houston” and “thanks”) are removed from the word clouds. The users in the purple (square) cluster posted disaster situational awareness information (shown in Fig. 8a), while others emphasized on emotional or comforting posts during Hurricane Harvey (shown in Fig. 8b, c, and d). Based on these results, the authors argue that, among the emerging influential users, people who continue to post disaster-related information would gain the most significant follower increases because of their contributions to public information and warning during disasters. The analysis also demonstrated that the contributors to public information and warning (i.e., users in the purple/square cluster) could have either high or low originality rates, suggesting that contributors play a variety of roles. Contributors with high originality rates could be ‘information generators’ who provide situational disaster or response information based on their professional knowledge or the resources available to them. In contrast, contributors with low originality rates would serve primarily as ‘information disseminators’; they could collect and distribute useful information during disasters.

3.3.2. Characterizing the contributors to public information and warning

The analysis raises an interesting question: who are the emerging influential users who made the greatest contributions to public information and warning during Hurricane Harvey? Specifically, who were the Twitter users in the purple cluster with square marker in Fig. 7? To examine the characteristics of these contributors, we annotated the 179 users in the cluster with the highest related rates according to the industry of the account users, verified or not, and whether or not they were individual or organizational accounts. Fig. 9a shows that most account users worked for the media industry, followed by users from the public sector and then those from research organizations. Accounts from the media industry included, but were not limited to, official accounts from TV channels, news reporters, journalists, producers of weather reports, and participatory media producers. Accounts from the public sector include politicians, as well as lawyers, and other professionals working in disaster management agencies. Fig. 9b shows that more than half (55%) of the influential accounts were verified; verification of an account contributed to an increase in followers. Fig. 9c illustrates that only 44 (25%) accounts were organizational accounts; the remaining 75% of all accounts belonged to individual users. In summary, the clustering analysis for the users who were ranked in the top 1% in follower increase showed that professionals made greater contributions to public information sharing and warnings during Hurricane Harvey. They gained significant follower increases with relatively low initial follower numbers because
they used their professional knowledge and consistently posted information on the disaster situation.

4. Discussion

4.1. Summary of findings

The findings of this study identified key features that shaped the emergence of influential users who disseminated information during disasters. First, for the average Twitter user, the increase in followers was positively related to the initial number of followers, the disaster-related rate, the number of tweets posted and replies, and the originality rate. Tweets about the user him/herself were negatively related to an increase in followers. The general pattern of Twitter follower increases (shown in Section 3.1 and Fig. 4) during Hurricane Harvey suggested that the public tended to follow users that posted objective information related to the disaster and posted consistently. Additionally, the initial number of followers was the most significant predictor of follower increases for ordinary users in both the negative binomial regression and random forest regression models. This observation suggested that users who already enjoyed a high number of followers could benefit from a ‘Matthew effect’ (advantage begets further advantage, [38,39]) for greater gains in followers.

Second, step 2 revealed that, when targeting the users who ranked highest (i.e., the top 1–2%) in follower increases, the disaster-related rate represented the most important feature that produced a greater following; high numbers of initial followers proved less relevant for these users. Furthermore, step 3 confirmed that users who posted a high proportion of disaster-related information gained the most followers among people who ranked in the top 1% of follower increases. These results distinguished the contributor to public information and warning from the Twitter users who gained followers due to other reasons, such as a large number of initial followers. This finding confirmed the presence of a self-organizing feature of social media during disasters; the public recognized the people who contributed to public information dissemination. Furthermore, this finding confirmed that user behavior contributed significantly to the dynamics of network structures. People who consistently produced high-quality information about the disaster (i.e., users in the purple (square) cluster in Fig. 8) defied the Matthew effect.

Third, the annotation analysis in step 3 demonstrated that the emerging influencers who contributed to the dissemination of information during Hurricane Harvey were the professionals who worked in the media industry, public sector, and research organizations. During step 3 it became clear that most of the information hubs that contributed to public information and warning during Harvey were
comprised of individuals rather than organizational accounts. Yet, disaster studies often fail to examine this sector of users. Existing research about social media usage during disasters have recognized the significant contributions of organizational users, including those from government organizations (GOs), non-governmental organizations (NGOs), and mass media agents [40–42]. For example, according to case studies on Typhoon Haiyan [41] and Hurricane Sandy [42], most tweets posted by newsagents or government organizations were official disaster information updates. However, the general public primarily uses social media to express their emotional reactions and share personal information during disasters [40]. This study identified the contribution of professional individuals (e.g., journalists, news reporters, and meteorologists) during disasters. Together with other organizations, these users represented important nodes in the networks of information disseminated during disasters.

4.2. The theoretical contribution and practical value

This study was the first to focus on an examination of follower increases on Twitter during a disaster. The theoretical contribution of this study on the social network and human behavior is two-fold. First, this study took an initial step toward an exploration of the ways and extent to which Twitter usage behaviors could influence a network structure during extreme events such as natural disasters. During disasters, contributors to public information and warning could challenge the Matthew effect that suggests that the number of initial followers would determine the influence gained on social networks. Rather, a tendency toward self-organization prevailed in the dissemination of disaster information and people were more likely to secure access to needed disaster-related information through other social media users (i.e., ‘following’). Future studies could focus on the production of automation tools with guidelines for social media users that could enhance and inform self-organized communication on social media platforms to assure reliable public information and warning during disasters [43]. Second, this study also illuminated the roles and functions of different types of information hubs during disasters. Understanding how disaster situation information was created by “information generators” and disseminated by “information distributors” based on network modeling and graph theory could help to further improve the efficiency and effectiveness of public information sharing and warnings during such events.

The practical value of this study also proved to be two-fold. First, this study provided guidelines for people who would like to contribute to disaster information dissemination; they should post disaster-related information in clear language, take care to avoid irrelevant information, and abstain from posting personal views or information. Second, this study demonstrated that professional individuals—not only organizational users—played a significant role in disaster information dissemination. Disaster management agencies could include professional individuals in both the planning and processing of public information sharing and warnings during disasters in the future.

4.3. Limitation

The main limitation of this study is that it did not permit a detailed exploration of the causal relationship between the tweeting activity of each emerging influencer and the events of the people following the emerging influencer. This relationship would help to explain the interaction among the dynamics of the disaster situation, information dissemination, and social network evolution. This limitation was due primarily to the unavailability of the exact timestamp of following/un-following activity during Hurricane Harvey (i.e., A followed/un-followed B at time X). Unfortunately, such data no longer exist through the Twitter API. During hurricane seasons, researchers could begin to monitor the follower lists of the Twitter users who are based in the potentially impacted areas before the hurricane lands.

5. Conclusion

This study focuses on the emergence of influential individual users on Twitter and explores the reason why they achieved a significant number of followers during one of the most devastating disasters: Hurricane Harvey. The diverse patterns of increases in followers for the emerging influencers may be separated into several types. Among those types, Twitter users who posted objective disaster-related information in clear language and a consistent fashion tended to show an increase in followers and emerged as influential users. Additionally, professionals (from the media industry, public agencies and departments, and research organizations) made significant contributions to public information and warning during the hurricane. The findings highlight the common attributes of emerging influential social media users and the crucial role they play in the self-organized dissemination of disaster information.
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