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Abstract—Retrieving salient structure from textured images is an important but difficult problem in computer vision because texture, which can be irregular, anisotropic, non-uniform and complex, shares many of the same properties as structure. Observing that salient structure in a textured image should be piece-wise smooth, we present a method to retrieve such structures using an $L_0$ minimization of a modified form of the relative total variation metric. Thanks to the characteristics shared by texture and small structures, our method is effective at retrieving structure based on scale as well. Our method outperforms state-of-art methods in texture removal as well as scale-space filtering. We also demonstrate our method’s ability in other applications such as edge detection, clip art compression artifact removal, and inverse half-toning.

Index Terms—Texture removal, image smoothing, $L_0$ sparsity

1 INTRODUCTION

Painting on textured surfaces has long been an important art form. From oil paintings on canvas to graffiti on brick walls, images on textured surfaces are everywhere. Complicated patterns can also be easily knitted into fine crafts such as a sweater or embroidery using cross-stitch. All these works are similar in that salient structure is blended into texture patterns. The human visual system can easily distinguish the salient image from the underlying texture details. However, the task of retrieving structure from texture patterns for a computer is much more challenging since texture, which can be irregular, anisotropic, non-uniform and complex, shares similar properties with major image structure, namely strong gradients. As a result, it can be difficult for an algorithm to distinguish the main image structure from texture automatically.

Most of the existing detexturing operators [1], [2], [3], [4], [5], [6], [7], if not all, define various metrics to locate texture and then extract structure by blurring an image in textured regions while keeping transitions on structure edges. Recently Xu et al. [7] proposed a method based on a relative total variation (RTV) metric, which outperforms most detexturing approaches. Although effective in removing texture, RTV [7] will decrease the transition along major edges, resulting in a blurrty effect. While there is a tradeoff between texture removal and edge preservation, by improving the performance of the RTV metric while making use of the sparsity of $L_0$ norm, our method outperforms RTV [7] and other existing methods in better sharpening structure edges while removing texture patterns.

In addition to texture, small high-contrast features could also cause many image processing techniques, such as content aware editing, edge detection, shape matching etc., to produce unsatisfactory results. Recently, many scale-space operators have been proposed to handle high-contrast details. The Rolling Guided Filter (RGF) [8] is one such method, which removes features based on their scale. However, RGF [8] can shift edges and corners. By combining static and dynamic guidance, SDF [9] fixes the edge shift problem but still has difficulty preserving low-contrast, large structures. Tree Filters [10] and its variants [1], [11] make use of tree-like structure, such as a minimum spanning tree (MST) or segment graph to connect pixels and perform image smoothing globally along the structure. If these connections cross strong edges, these edges will be corrupted [11]. As a result, the tree-like filters can introduce “leaks” on major edges. Thanks to the similar characteristics shared by textures and small structure, our method can work as a scale-space filter and produce better results than state-of-art methods.

In this paper, we show how to combine the detexturing strength of RTV with the edge preserving abilities of $L_0$ minimization to extract salient structures from images while eliminating texture and/or fine-scale features. Such a combination generates a nonlinear optimization, which can be difficult to solve. Instead we show how to transform the problem into a sequence of simpler optimization steps that converges to the solution to of the overall nonlinear problem. We demonstrate the effectiveness of our method at removing high-contrast details while maintaining structure where the original $L_0$ gradient minimization [12] often fails and in scale-based filtering where RTV [7] performs poorly.

2 RELATED WORK

Texture Removal In the past few years, texture removal has been well studied. Subr et al. [6] smoothed texture by averaging minimal and maximal envelopes based on the observation that texture patterns oscillate locally between extrema. Buades et al. [2] used a nonlinear low pass-high pass filter pair to compute a local total variation and to perform structure/texture decomposition. In contrast to intensity based methods, Karacan et al. [4] used the covariance of patch features, which leverages the repetitive nature of texture, to remove textures. Cho et al. [3] extended the bilateral filter to perform texture removal (BTF), the core...
of which is to capture the texture information by patch shift and to ensure proper differentiation of texture and structure. Ono et al. [13] performed cartoon/texture decomposition based on the blockwise low-rank nature of texture but is quite slow. Buades and Lisani [14] presented a directional operator to detexture image by filtering toward largest rate deduction of local total variation. However, all the methods mentioned above over-blurs salient edges to some extent. By constructing tree weights, tree-like filters [1], [10], [11] successfully get rid of “halo” problems, but one misclassified pixel can corrupt a major edge introducing a “leak” artifact. Su et al. [15] combine multiple filters to remove texture. Total variation (TV) and modifications thereof [5], [16], [17], [18], [19] are known to be one category of classic methods in detexturing by minimizing the $L_1$ norm of gradients to enforce structural similarity between the input and output. However, the traditional total variation approach blurs major edges when textures have similar or larger gradients than structures. Recently, Xu et al. [7] greatly improved the performance of total variation by defining a relative total variation (RTV) metric.

**Structure-preserving filtering** Even though not designed for texture/detail removal, edge-preserving image smoothing techniques can achieve a similar goal. Local methods include bilateral filters (BF) [20], [21], [22], [23], [24], [25], guided filters (GF) [8], [9], [26], [27], mode and median filters [28], [29], [30], [31], [32], domain transfer [33], geodesic filters [34], [35], multipoint filters [36], joint filters [37], [38], and scale-space filters [8], [9]. These local filters smooth images by updating each pixel value according to various functions defined upon its spatial and color differences with neighboring pixels. Generally, BF and GF cannot get rid of blurry artifacts [11]. Mode and median filters are effective in removing high contrast noise but tend to produce oscillations in the presence of signals that oscillate quickly. Geodesic filters [34], [35], RGF [8] and SDF [9] can perform scale-space filtering in terms of removing fine scale details without degrading structure edges. SDF [9] sharpens edges well but has difficulty preserving relatively low contrast structures. Global methods are mainly optimization-based including weighted least squares (WLS) [39] and sparsity minimization [5], [12], [40]. For these methods, images are processed by optimizing global functions involving a weighted $L_2$ norm [39], $L_1$ norm [5], [40], or $L_0$ norm [12]. Note that these global methods are all gradient-based operators and thus do not remove high contrast details well. More recently, other image filters [41], [42] to denoise images have been proposed. Although effective, they intend to maintain texture details while reducing noise whereas our goal is to remove texture/detail.

### 2.1 $L_0$ Minimization

The $L_0$ norm directly measures sparsity of a vector, and minimizing the $L_0$ norm produces sparse solutions. Hence, we take advantage of $L_0$ minimization to extract salient structure from texture. Besides image smoothing [12], the $L_0$ norm has been adopted to mesh denoising [43], point set denoising [44], image deblurring [45] and intrinsic image decomposition [46], [47]. However, optimizing the $L_0$ norm is difficult in practice. Xu et al. [12], He et al. [43], and Sun et al. [44] adopted a splitting scheme to solve an $L_0$ minimization problem to smooth images, meshes, and point clouds respectively. Since we use a similar splitting scheme in our approach, we will briefly review this technique.

The $L_0$ norm of a vector $\vartheta$ is defined as the number of non-zero entries. Given a signal $X$ and a differential operator $f$, $X$ can be minimized by

$$\min_X |X - \hat{X}|^2 + \lambda |f(X)|_0,$$

where the first term is a data fidelity term, $\lambda$ is the smoothing parameter and $|f(X)|_0$ denotes the $L_0$ norm of $f(X)$. To optimize Equation 1, an auxiliary variable $\mu$ can be introduced to form

$$\min_{X, \mu} |X - \hat{X}|^2 + \beta |f(X) - \mu|^2 + \lambda |\mu|_0,$$

in which $\beta$ is set to a small value initially and controls how quickly this problem approaches Equation 1.

Given an initial guess for $X$, we minimize Equation 2 by first holding $X$ constant and solving for $\mu$,

$$\min_{\mu} \beta |f(X) - \mu|^2 + \lambda |\mu|_0.$$

The solution of this minimization is given by $\mu_i = 0$ if $|f(X)_i| < \frac{1}{\beta}$ or $\mu_i = f(X)_i$ otherwise. Next, we hold $\mu$ constant and solve for $X$,

$$\min_X |X - \hat{X}|^2 + \beta |f(X) - \mu|^2.$$

This equation is quadratic in $X$ and has a trivial global minimum. By repeating solving the two minimization problems with $\beta = 2\beta$, $f(X)$ is forced to approach $\mu$ when $\beta$ approaches infinity.

### 2.2 Relative Total Variation

As stated above, RTV [7] is effective at distinguishing texture and structure. We review the computation of the metric here.
The RTV $\Upsilon$ of an image $I$ is defined pixel-wise and contains two factors: the windowed total variation $\Gamma$, and the windowed inherent variation $\Phi$. The windowed total variation counts the absolute spatial difference within a patch centered at pixel $p$ in the $d$ direction, which is written as

$$\Gamma_d(p) = \sum_{q \in \Omega(p)} w_{p,q} \cdot |\partial_d I_q|,$$

where $\Omega(p)$ is the rectangular region centered at pixel $p$ and $d$ is the direction. The windowed inherent variation $\Phi$ is defined as

$$\Phi_d(p) = |\sum_{q \in \Omega(p)} w_{p,q} \cdot \partial_d I_q|,$$

where $w_{p,q}$ is a weighting function

$$w_{p,q} = \exp(-\frac{|p-q|^2}{2\sigma^2}). \quad (3)$$

Then, relative total variation $\Upsilon$ is formed by combining $\Gamma$ and $\Phi$,

$$\Upsilon(p) = \frac{\Gamma_x(p)}{\Phi_x(p) + \epsilon} + \frac{\Gamma_y(p)}{\Phi_y(p) + \epsilon},$$

in which $\epsilon$ is a small positive number to avoid division by zero.

### 3 Approach

The ability of $L_0$ minimization has been well demonstrated in image smoothing [12], however, the same approach does not work well with texture patterns when the image gradient in textured regions is more prominent than that of salient edges, as shown in Figure 6, 7 and 9. The problem with minimizing the $L_0$ norm of the image gradients is that image gradients are a poor measure of whether or not texture exists within the image. In contrast, RTV distinguishes between structure and texture well. Hence, we would like to find an image close to the input whose measure of texture is zero except along structure edges that are sparse within the image.

Hence, our modified RTV metric is given as

$$\mathcal{R}(p) = \mathcal{R}_x(p) + \mathcal{R}_y(p)$$

where

$$\mathcal{R}_d(p) = s\Phi_d(p)^{\lambda} \Gamma_d(p).$$

Compared with the original RTV metric, we multiply by $\Phi$ rather than divide by $\Phi$ to achieve the desired behavior on different regions of the image. We include $\alpha$ as an exponent to accentuate the structure from the texture (we choose $\alpha = 7$ in our experiments), and $s$ is simply a normalization factor. Figure 3 shows the results of using different values of $\alpha$ and figure 2 shows the difference between the original RTV metric on an image and our modified form $\mathcal{R}$. Note that
since RTV metric divides $\Gamma$ by $(\Phi + \epsilon)$, the range of values is quite large if $\epsilon$ is close to zero since $\Phi$ may be zero in some regions. To visualize the original RTV values in an image, we use a large $\epsilon = 0.1$ in figure 2.

### 3.1 $L_0$ Relative Total Variation Minimization

Let $I$ be the input image, $S$ the computed result, and $\Re$ the modified RTV metric distinguishing structure from texture, we solve the structure retrieval problem by minimizing

$$
\min_S \sum_p |S_p - I_p|^2 + \lambda |\Re|_0,
$$

where $\lambda$ is the parameter controlling the smoothness of the image. The first term makes sure that the structure image does not stray too far away from the input and second term is the $L_0$ norm of the modified RTV metric, which attempts to remove texture while preserving structure.

Similar to [12], we adopt a splitting scheme to minimize this nonlinear objective function. Note that due to the nonlinear terms in $\Re$, the solution to this energy function is not trivial as was the case in the original $L_0$ smoothing work [12]. Hence, we will show how we transform the nonlinear portion of $\Re$ so that the optimization can be solved in an iterative manner.

We introduce auxiliary vectors $\phi$ and $\rho$ corresponding to $\Re_x$ and $\Re_y$ and minimize the following energy function

$$
\min_{S,\phi,\rho} \sum_p (S_p - I_p)^2 + \beta ((\Re_x(p) - \phi_p)^2 + (\Re_y(p) - \rho_p)^2) + \lambda |\phi + \rho|_0.
$$

Subproblem 1: Solve for $\phi$ and $\rho$. To minimize this energy, we perform an alternating optimization where we first hold $S$ constant and solve for $\phi$ and $\rho$,

$$
\min_{\phi,\rho} \beta \sum_p ((\Re_x(p) - \phi_p)^2 + (\Re_y(p) - \rho_p)^2) + \lambda |\phi + \rho|_0,
$$

which reaches its minimum when

$$
(\phi_p, \rho_p) = \begin{cases} 
  (0, 0) & \Re_x(p)^2 + \Re_y(p)^2 \leq \frac{\lambda}{\beta}, \\
  (\Re_x(p), \Re_y(p)) & \text{otherwise}, 
\end{cases}
$$

Subproblem 2: Solve for $S$. Fixing $\phi$ and $\rho$, we minimize equation 4 over $S$

$$
\min_S \sum_p (S_p - I_p)^2 + \beta ((\Re_x(p) - \phi_p)^2 + (\Re_y(p) - \rho_p)^2).
$$

A similar argument holds for $\Re_d(p)$. Without loss of generality, we first consider the term in the $x$ direction in Equation 7, $(\Re_x(p) - \phi_p)^2$. Expanding $\Gamma_x(p)$ in $\Re_x(p)$ yields

$$
(\Re_x(p) - \phi_p)^2 = (\Psi_x(p) \cdot \sum_{q \in \Omega(p)} w_{p,q} |\partial_x S_q| - \phi_p)^2
$$

$$
= (\Psi_x(p) \cdot w_{p,p} |\partial_x S_p| + \Psi_x(p) \cdot \sum_{q \in \Omega(p)} w_{p,q} |\partial_x S_q| - \phi_p)^2
$$

$$
\approx (\Psi_x(p) \cdot w_{p,p} |\partial_x S_p| + \Psi_x(p) \cdot \sum_{q \in \Omega(p)} w_{p,q} |\partial_x S_q| - \phi_p)^2
$$

$$
= (k_{xp} |\partial_x S_p| + b_{xp})^2.
$$

where

$$
k_{xp} = \Psi_x(p) \cdot w_{p,p},
$$

and

$$
b_{xp} = \Psi_x(p) \cdot \sum_{q \in \Omega(p)} w_{p,q} |\partial_x S_q| - \phi_p.
$$

$\Psi$ and $\hat{S}$ are results from the previous iteration, and therefore $k_{xp}$ and $b_{xp}$ can be treated as constants. Thus, Equation 8 reaches minimum when $|\partial_x \hat{S}_p| = -\frac{b_{xp}}{k_{xp}}$. Expanding $-\frac{b_{xp}}{k_{xp}}$ we obtain

$$
|\partial_x S_p| = -\frac{b_{xp}}{k_{xp}} = -\frac{\Psi_x(p) \cdot \sum_{q \in \Omega(p)} w_{p,q} |\partial_x \hat{S}_q| - \phi_p}{\Psi_x(p) \cdot w_{p,p}}
$$

$$
= \begin{cases} 
  \frac{w_{p,p} |\partial_x \hat{S}_p|}{w_{p,p}} & \phi_p = 0, \\
  0 & |\partial_x \hat{S}_p| = 0.
\end{cases}
$$

Note that $-\sum_{q \in \Omega(p)} \frac{w_{p,q} |\partial_x \hat{S}_q|}{w_{p,p}}$ is always negative, which is not possible unless $|\partial_x \hat{S}_p| = 0$. Thus, Equation 8 is minimized under the condition

$$
\partial_x S_p = \begin{cases} 
  0 & \phi_p = 0, \\
  \partial_x \hat{S}_p & \phi_p = \hat{R}_x(p).
\end{cases}
$$

As a result, objective function in Equation 7 can be transformed to the following quadratic optimization problem

$$
\min_S \sum_p (S_p - I_p)^2 + \beta ((\partial_x S_p - \eta_p)^2 + (\partial_y S_y - \gamma_p)^2),
$$

where $\eta, \gamma$ are auxiliary variables that depend solely on $\phi, \rho$

$$
(\eta_p, \gamma_p) = \begin{cases} 
  (0, 0) & (\phi, \rho) = (0, 0), \\
  (\partial_x S_p, \partial_y S_y) & (\phi, \rho) = (\Re_x(p), \Re_y(p)).
\end{cases}
$$

Algorithm 1 depicts pseudocode for this minimization process. Since Equation 9 converges to the solution to Equation 7 and is a quadratic function, our optimization has a closed-form solution. Results from different iterations are shown in Figure 4.
Algorithm 1 Structure Retrieval via $L_0$ Minimization

1: **Input:** image $I$, smoothing weight $\lambda$, detail scale $\sigma$, parameters $\beta_0, \beta_{\text{max}}$.  
2: **Initialization:** $S^{(0)} \leftarrow I$, $\beta \leftarrow \beta_0$, $i \leftarrow 0$
3: repeat
4:    Compute $\Re$ from $S^{(i)}$ at each pixel $p$.
5:    Find $\phi_p$ and $p_p$ in Eq. 6.
6:    Using $\phi_p$ and $\rho_p$, compute $\eta_p$ and $\gamma_p$ in Eq. 10.
7:    Using $\eta_p$ and $\gamma_p$, minimize Eq. 9 for $S^{(i+1)}$.
8:    $\beta \leftarrow 2\beta$, $\sigma \leftarrow \sigma/2$, $i++$
9: until $\beta > \beta_{\text{max}}$
10: **Output:** resulting image $S$

![Fig. 4. Results at different iterations. $\sigma = 3, \lambda = 0.005$. Input image from Pinterest user Community of Jesus.](a) Input  (b) Iter 5  (c) Iter 15)

3.2 Analysis

**Parameters.** Our method has two main parameters: $\sigma$ (defined in Equation 3), which determines the spatial scale of texture/feature, and $\lambda$, which controls the amount of smoothing. The influence of increasing $\sigma$ and $\lambda$ is demonstrated in Figure 8. As shown in the figure, $\sigma$ is the key parameter to distinguish salient structures from texture/details. We use tunable ranges of parameters for $\sigma \in [1, 5]$ and $\lambda \in [0.001, 0.005]$ in all the experiments. In our method, we decrease $\sigma$ at each iteration by setting $\sigma = \sigma/2$ since we found that gradually decreasing $\sigma$ helps to produce sharper edges.

**Convergence.** Our $L_0$ optimization has a closed-form solution at each step and reduces the error since both of the subproblems to solve for $\phi$ and $\rho$ in Equation 5 and the sub-problem to solve for $S$ in equation 9 have closed-form solutions. In practice, we only perform a finite number of iterations.

**Implementation.** In terms of timings, our algorithm took 10 to 30 iterations to produce the results in the paper. In each iteration, most of the computation time is spent calculating $\Re$ and on solving for $S$ in Equation 9, which we accelerate using the Fourier Transform. When processing color images, for each channel, we compute $\Re$ and perform the $L_0$ minimization process separately. The proposed method takes about 5 seconds to process a $600 \times 400$ image with a single channel on an Intel Xeon X5640 3.16GHz with 8GB memory.

4 Experiments and Discussion

In all the experiments, we fine-tuned parameters for every method. Unless stated otherwise, we use $\mu = 50, v = 400$ for SDF [9] and $k = 5$ for RGF [8]. For BNN [13], we process each image channel separately.

4.1 Texture Removal

**Texture Type.** We consider texture to be surface patterns that are similar in appearance and local statistics [49], which can be isotropic or anisotropic. Our method makes no assumptions about the regularity, isotropic shape, or uniformity of the textures. Figure 6 shows a comparison of different methods that target texture removal on an image containing multiple types of texture, both isotropic and anisotropic. Scale-space filtering methods can be used for texture removal as well, and the comparison in Figure 7 compares our method with texture removal methods as well as scale-space filters on an image with irregular and nonuniform textures.

$L_0$ gradient minimization [12] is effective at sharpening and preserving strong edges but the gradient-based formulation prevents this method from removing high-contrast texture patterns. RGF [8] can remove texture details, but structures are over-smoothed as well. RGF [8] also results in a bumpy output due to the locality of its computations. SDF [9] has a better performance but still blurs certain features.

The locality of Region Covariance [4] creates similar results to the other local methods, causing a “halo” artifact. BTF [3] can better preserve structure due to the patch shift algorithm, but the method also fails to smooth the image sufficiently in a global manner and blurs edges to some extent. The classic total variation method [16] overblurs the structure too much. Even though the Directional filter [14] improves the edges preservation by filtering along the direction of largest local total variation rate deduction, blurry artifacts are still quite noticeable. BNN [13] cannot well maintain edges as well. Tree Filtering [1] is a weighted-average filter combining bilateral weights with a tree weight and produces smoother result. However, it suffers from the “leak” problem: certain major edges are corrupted. RTV [7] performs detexturing as a global optimization. But our method produces sharper edges while removing textures more effectively than RTV [7]. Even though $\Re$ is computed locally, our smoothing process is a global $L_0$ minimization, which produces higher quality results. Additional results produced by our method are included in the supplemental materials.

4.2 Scale-space Filtering

By varying $\sigma$, which controls the size of feature, our method can perform scale-based filtering as well. In Figure 5, we show comparisons of our method with the state of the art on different smoothing scales. $L_0$ gradient minimization [12] and WLS [39] perform image smoothing by solving a global minimization on gradients. Since these methods are gradient-based operators, higher contrast features are
Fig. 5. Comparison of filtering based on scale. For all methods, parameters gradually increase from top to bottom. The last row shows the close-ups of the specified regions in row 3, respectively. (b) WLS [39] $\lambda = 5 \times 10^3, 3 \times 10^4, 2 \times 10^5, \mu = 40$. (c) RGF [8] $\sigma_s = 4, 10, 40, \sigma_r = 0.05$. (d) RTV [7] $\sigma = 4, 12, 20, \lambda = 0.02$. (e) SDF [9] $\lambda = 200, 1200, 3000$. (f) Ours $\sigma = 4, 12, 20, \lambda = 0.005$. Input image from [9].

Fig. 6. Comparison with state-of-art detexturing methods on the Barbara image. Parameters: (b) $\lambda = 0.03$ (c) $\sigma = 3$ (d) $\gamma = 0.1, \lambda = 0.5$ (e) $\sigma = 4$ (f) $\sigma = 0.05, \sigma_s = 4, \sigma_r = 0.03$ (g) $k = 9, \sigma = 0.3, Model2$ (h) $k = 5, n_{itr} = 2$ (i) $\sigma = 2.5, \lambda = 0.01$ (j) $\sigma = 2.5, \lambda = 0.001$. 

(Input image from [9].)
Fig. 7. Another comparison of our method with existing image smoothing and detexturing methods. (b) $\lambda = 0.08$ (c) $\sigma_s = 5, \sigma_r = 0.05$ (d) $\sigma = 0.02, \sigma_s = 2, \sigma_r = 0.05$ (e) $\lambda = 50$, Gaussian kernel ([10, 10], 4) (f) $k = 15, \sigma = 0.2$, Model 1 (g) $\sigma = 4$ (h) $k = 5, n_{iter} = 3$ (i) $\sigma = 2, \lambda = 0.015$ (j) $\sigma = 2, \lambda = 0.002$.

Fig. 8. The effect of parameters on our optimization. $\lambda$ is the overall smoothing parameter and does not significantly affect high-contrast texture removal (top row). $\sigma$ distinguishes salient structures from textures (bottom row). Input image from Tidy.ro label Discover.
always removed after lower contrast features without regard to feature size. RGF [8] and SDF [9] are scale-based separators. When increasing the smoothing parameters, larger structures are gradually removed. RGF [8] tends to shift/round off the structure edges while SDF [9] fixes the problem by using joint static and dynamic guidance. Even though SDF [9] is effective at localizing edges, it cannot preserve low-contrast, large structure edges well. As shown in figure 5(e), while the sunflowers in the foreground are maintained, the clouds, which are apparently larger than the flowers, are completely smoothed out. In addition, our method better preserves the shape of the trees as shown in figure 5 (row 4). Even though RTV [7] is not design for scale-based filtering, we add it in the comparison since our method is related to RTV. As shown, RTV [7] could smooth images based on scale but over-blurs certain edges to a great extent.

Another scale-space filtering comparison is shown in Figure 9. \( L_0 \) minimization fails to remove the fine-scale details of the fence at this resolution while losing some of the coarser details in the image. Both RGB and RTV remove fine-scale features but blur edges significantly. SDF performs well but still blurs some of the edges of the church. In contrast, our approach removes fine-scale details without blurring sharp edges.

### 4.3 Comparison with \( L_0 \) Gradient [12] and RTV [7]

As shown in Section 3.1, we solve the structure retrieval problem in an \( l_0 \) minimization manner whereas the large image gradient in these textured regions effectively prevents the original \( L_0 \) gradient minimization [12] from removing these features as demonstrated in Figure 6, 7 and 9.

Compared to RTV, our method better preserves sharp edges when eliminating texture patterns/details due to the used of the \( L_0 \) norm. In Figure 1, we show RTV results with varying \( \lambda \). Similar to our method, RTV produces smoother result with larger \( \lambda \). However, certain edges are smoothed out gradually as well. For fairness, we use the same \( \sigma \) for RTV and our method to process each test image and turning the smoothing parameter \( \lambda \) to produce the best results for both methods. \( \lambda \) is chosen based on the minimum principle, which is to take the minimal value that can completely removal texture patterns. Note that scale of \( \lambda \) in RTV and our method are different. For all the examples, we choose [ 0.01, 0.03 ] for RTV as instructed by the original paper [7] and [ 0.001, 0.005 ] for our method. As shown in all the examples, our method can better maintain salient edges than RTV [7].

### 5 Applications

Texture smoothing is a useful tool of image editing and can have various applications. In this section, we show various applications including edge enhancement/simplification, clip-art artifact removal, and inverse halftoning.

#### 5.1 Edge Simplification and Enhancement

Images, especially natural images, may contain trivial high-contrast texture/details/noises, which are not useful for humans to perceive the image content and potentially hinder edge detection operators from extracting meaningful edges. Edge simplification is an important pre-processing tool whose applications include image abstraction, segmentation, scene understanding, and shape matching to name a few.

Our method is capable of enhancing and simplifying edges. By reducing these trivial details, our method can help to produce clean edge maps. In figure 10, we apply the sobel edge detection operator to the result of various image smoothing methods. All of the filters improve the performance of the sobel edge detector in some ways. Among the methods, SDF [9] and our method have the best performance. Note that SDF completely removed the low-contrast large structure (figure 10(e)) and blurs some of the structure edges when details are fully smoothed (figure 10(k)).
5.2 Clip-Art Compression Artifact Removal

Lossy compressed cartoon images may contain severe artifacts. However, these cartoon images are often piecewise constant color before compression, and compression artifacts correlate with edges in the image. General image smoothing and denoising methods are not suitable to remove these artifacts [12] and will blur otherwise sharp boundaries. To remove these compression artifacts, [50] used a prior training procedure. In contrast, our method can faithfully reduce these artifacts without a prior learning process. Thanks to the $L_0$ minimization framework, both the traditional $L_0$ gradient minimization method [12] and our method demonstrate impressive results in this application. But when the artifacts have higher contrast, edges could be smoothed by the traditional $L_0$ gradient method. However, small high-contrast details have little influence on our method, and thus our method can produce sharper edges than the $L_0$ gradient method. A comparison of different methods on this application is shown in Figure 12.

5.3 Inverse Halftone

Our method can also be applied to perform inverse halftoning, which aims at removing stipple dots from the halftone image. Although our method is not design to solve this problem, it demonstrates good performance in terms of keeping structures while reducing the dots. We show an inverse halftoning application in Figure 11. RGF suffers from “bumpy” artifacts and rounded features while SDF removes the shading on the face. Both reg cov [4] and BTF [3] applied their approaches to solve this problem, but our methods better preserves transitions along edges and maintains more details and shading.
To conclude, we have presented a method to retrieve salient images. Parameters: \( \lambda = 0.003 \), \( \sigma_k = 3, \sigma_{tr} = 5 \), \( \sigma = 2, \lambda = 0.015 \), \( f \). Input image from [7].

6 CONCLUSION AND LIMITATIONS

To conclude, we have presented a method to retrieve salient images. Parameters: \( \lambda = 0.003 \), \( \sigma_k = 3, \sigma_{tr} = 5 \), \( \sigma = 2, \lambda = 0.015 \), \( f \). Input image from [7].

Our method does have some limitations, which cannot handle images with small-scale features. When an image contains fine details comparable to textures in size, our method could fail because \( \Re \) may fail to distinguish such details from textures. However, this failure is also the reason our method performs well when used for scale-based filtering.
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